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Abstract

Force field parameters for large scale computational modeling of sensitized TiO2-anatase surfaces are
developed from ab initio molecular dynamics simulations and geometry optimization based on Density
Functional Theory (DFT). The resulting force field, composed of Coulomb, van der Waals and harmonic
interactions, reproduces the ab initio structures and the phonon spectra density profiles of TiO2-anatase
nanostructures functionalized with catechol, a prototype of an aromatic linker commonly used to sensitize
TiO2 nanoparticles with Ru(II)-polypyridyl dyes. In addition, simulations of interfacial electron injection and
electron-hole relaxation dynamics demonstrate the capabilities of the resulting molecular mechanics force-
field, as applied in conjunction with mixed quantum-classical methods, for modeling quantum processes
that are critical for the overall efficiency of sensitized-TiO2 solar cells.
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I Introduction

The large-scale use of photovoltaic devices for electricity generation is still prohibitively expensive. Fif-
teen years ago, a promising development emerged with the realization of solar cells based on dye-sensitized
TiO2 films.1 These photovoltaic devices rapidly achieved light-to-electric energy conversion efficiency as
high as 10 % for simulated solar light, exploiting the high surface area of the nanoporous TiO2 films de-
posited on conducting glasses. However, attempts to achieve further improvements in efficiency have been
hindered by the lack of fundamental understanding of the molecular and electronic processes associated
with the constituent operational steps. This problem continues to be a standing challenge, despite significant
research effort reported in recent years, including experimental,2–18 computational19–36 and theoretical37–44

studies. It is therefore essential to develop new experiments and theoretical studies to construct realistic
models of dye-sensitized TiO2 interfaces and gain insight on the design of surface-sensitization with opti-
mum photon-to-current conversion efficiency. This paper reports the development of force-field parameters
for atomistic modeling of dye-sensitized TiO2 surfaces and the application of the resulting force field, in con-
junction with mixed quantum-classical methods, for simulations of electron-hole pair relaxation dynamics
after photoexcitation of TiO2-anatase sensitized with catechol.

Catechol/TiO2-anatase nanoparticles are particularly suited for developing and testing force-field param-
eters for large-scale computations of dye-sensitized TiO2 surfaces. Catechol has raised significant exper-
imental interest as a prototype of an aromatic linker upon which a wide range of molecular structures can
be attached for specific functionalities, including applications to photovoltaic devices with high photon-to-
current conversion efficiencies.45–47 As a model sensitizer, catechol lowers the TiO2 absorption threshold
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from 370 nm to 600 nm, with a shoulder peaking around 420 nm due to a direct charge-transfer excita-
tion from the catechol-HOMO to the conduction band.18,20,23,35,36,48–50 In addition, both the structure of
the reconstructed catechol/TiO2 surface and the underlying dynamical processes after photoexcitation of
catechol/TiO2 surface complexes have been characterized at the ab initio level.30–34 While these previous
quantum mechanical studies have provided valuable insight into the nature of dry sensitized TiO2, studies
addressing the role of the solvent and electrolyte environment on recombination redox processes, or the
synergistic effects between multiple adsorbates, require large scale simulations beyond the limitations of
purely ab initio methods.

Simulations of complex molecular environments (e.g., atomistic models with hundreds, or thousands, of
atoms) must rely upon molecular mechanics force-fields.51–53 Most of these popular force fields are already
parametrized to model a wide range of interactions between molecular adsorbates and solvents, or elec-
trolyte species. However, parameters for the interactions with the semiconductor surfaces, or interactions
between semiconductors and molecular adsorbates, are still under development. In fact, no force field has
so far been widely implemented for modeling functionalized semiconductors, and applications have been
limited to those from the development groups, including the description of TiO2 polymorphs,54,55 variable
charge schemes for bulk TiO2,56–58 H2O/TiO2-rutile interactions,59,60 and the adsorption of small organic
molecules on TiO2-rutile,.61,62 Here, the development of a force-field, composed of Coulomb, van der Waals
and harmonic interactions is reported. It is shown that the force-field reproduces the ab initio optimized struc-
tures and the phonon spectra density profiles of TiO2-anatase nanostructures functionalized with catechol
linkers. In addition, the resulting force field, applied in conjunction with mixed quantum-classical methods,
properly describes quantum processes that are critical for the overall efficiency of sensitized-TiO2 solar cells,
including interfacial electron injection and electron-hole relaxation dynamics.

The complexity of the interactions in realistic models of dye-sensitized TiO2 films, including interactions
between the TiO2 host-substrate and the linkers, adsorbates, solvent molecules and dissolved ions, requires
that each component of the system be modeled accurately before attempting to model their interdepen-
dent behavior. Considering that significant effort has already been developed on the interactions between
molecules and solvents and electrolyte species, the current study focuses only on the interactions in the
TiO2 crystal and the interactions TiO2-adsorbate. It is therefore natural to expect that the combination of
the resulting force field and readily available parameters for adsorbate molecules, solvents and electrolyte
species will allow one to investigate a wide range of dyes and (bio)molecular structures which could be
attached to TiO2 surfaces by using aromatic linkers. In particular, the force field is intended for studies that
are critical for the design of surface sensitization to optimize charge transport, minimizing recombination
and charge trapping mechanisms, including the effect of hydration and redox electrolyte species as well as
synergistic effects of multiple adsorbates.

The paper is organized as follows. Section II.1 describes the preparation of structural models and the
methodology implemented for ab initio molecular dynamics simulations. Section II.2 outlines the methodol-
ogy implemented for quantum dynamics simulations. Section III.1 describes the development of the force-
field in terms of the comparison with structures and energies obtained at the ab initio-DFT level. Section III.2
compares the calculations of phonon spectral density profiles obtained from molecular dynamics simulations
based on the molecular mechanics force field introduced in this paper and the corresponding benchmark
calculations obtained at the ab initio-DFT level. Section III.3 tests the resulting force field as applied in con-
junction with mixed quantum-classical methods for modeling interfacial electron injection and electron-hole
relaxation dynamics. Finally, Sec. IV summarizes and concludes.



II Methods

This section briefly describes the construction of structural models of functionalized TiO2 nanostruc-
tures and the mixed quantum-classical methodology implemented for simulations of electron-hole pair re-
laxation after photoexcitation of the system. A more thorough description, including details concerning the
ab initio Molecular Dynamics (MD) simulations and the analysis of structural and electronic properties of the
models can be found in previous work.30–34

II.1 Structural Models

The unit cell model system is composed of 32 [TiO2] units arranged according to the anatase crystalline
structure,63 where the (101) surface of the crystal is functionalized with catechol (see Fig. 1). The surface
dangling bonds are saturated with hydrogen capping atoms in order to quench the formation of surface
states,64 avoiding unphysical low coordination numbers. Periodic boundary conditions are imposed with a
vacuum spacer between slabs, making negligible the interaction between distinct surfaces in the infinitely
periodic model system. Geometry relaxation as well as thermalization and equilibration under conditions
of room-temperature and constant volume are performed by using the Vienna Ab-initio Simulation Package
(VASP/VAMP).65,66 The resulting structural relaxation next to the adsorbate describes the underlying sur-
face reconstruction due to functionalization,30,67 a process that is partially responsible for quenching the
formation of surface states deep within the semiconductor band gap.64

Figure 1: Relaxed configuration of the sensitized TiO2 nanostructure as described by geometry optimization at the ab
initio-DFT level. The four types of atoms included in the simulation (Ti,O,C,H) are represented by the colors green,
red, turquoise, and white, respectively. The capping hydrogen ions and oxygen ions of the semiconductor lattice are
indicated, as is the hexacoordinated Ti4+ ion near the adsorbate, and the nearest of the two pentacoordinated Ti4+ ions
directly anchoring the catechol adsorbate.

The VASP/VAMP package implements the Density Functional Theory (DFT) in a plane wave basis set,
making use of the Perdew-Wang68 generalized gradient approximation for the exchange-correlation func-



tional (PW91) and ultrasoft Vanderbilt pseudopotentials for modeling the core electrons.69,70 The Kohn-
Sham (KS) Hamiltonian is projected onto a plane-wave basis set and high-efficiency iterative methods are
used to obtain the KS eigenstates and eigenvalues. Self-consistency is accelerated by means of efficient
charge density mixing schemes. Thermal configurations and nuclear trajectories of ab initio MD simulations
are computed by taking full advantage of the parallelized version of the code with a parallel SP2 supercom-
puter. The corresponding calculations based on the molecular mechanics force field introduced in this paper
are performed by using the program Tinker.71

II.2 Quantum Dynamics Simulations

Simulations of electronic relaxation, after photoexcitation of adsorbate molecules, are described ac-
cording to an approximate mixed quantum-classical method, where electrons are treated quantum mechan-
ically and nuclei classically. Nuclear vibrational motion evolves on an effective mean-field Potential Energy
Surface (PES), according to classical trajectories Rξ = Rξ(t) with initial conditions specified by index ξ.
Results are obtained by sampling an ensemble of initial conditions ξ for nuclear motion, integrating the
Time-Dependent Schrödinger Equation (TDSE), over the corresponding ab initio-DFT nuclear trajectories
and averaging expectation values over the resulting time-evolved wavefunctions. Converged results for finite
temperature simulations are typically obtained by averaging over fewer than 50 initial conditions, represent-
ing the system thermalized under conditions of room-temperature and constant volume. However, finite
temperature results are reported for averages over 100 initial conditions. The appreciation of conditions un-
der which quantum coherences may be described according to mixed quantum-classical methodologies has
been the subject of intense research,72–75 including the analysis of decoherence in similar composite mod-
els.76,77 The applicability of mixed quantum-classical dynamics is found to be valid so long as the quantum
subsystem (electronic dynamics) decoheres slowly and the remainder (nuclear dynamics), often coupled to
a thermal bath, decoheres quickly.78

Propagation of the time-dependent electronic wave function is performed for each nuclear trajectory
Rξ(t) by numerically exact integration of the TDSE,

{i~∂/∂t −H(t)}|Ψξ(t)〉 = 0. (1)

Here, H(t) is described according to a tight binding model Hamiltonian gained from the extended Hückel
(EH) approach.79,80 The EH Hamiltonian is computed in the basis of Slater-type orbitals χ for the radial
part of the atomic orbital (AO) wavefunctions,30,81 including the 4s, 4p and 3d atomic orbitals of Ti4+ ions,
the 2s and 2p atomic orbitals of O2− ions, the 2s and 2p atomic orbitals of C atoms, and the 1s atomic
orbitals of H atoms. The AOs {|χα(t)〉} form a mobile (nonorthogonal) basis set due to nuclear motion, with
Sαβ(t) = 〈χα(t)|χβ(t)〉 the corresponding time-dependent overlap matrix elements. The overlap matrix is
computed using periodic boundary conditions along the [010] or [-101] directions, for the [-101] and [010]
extended systems, respectively. Advantages of this method, relative to plane-wave approaches, are that it
requires a relatively small number of transferable parameters and is capable of providing accurate results for
the energy bands of elemental materials (including transition metals) as well as compound bulk materials in
various phases.80 In addition, the EH method is applicable to large extended systems and provides valuable
insight on the role of chemical bonding.82

The time-dependent hole wavefunction,

|Ψξ(t)〉 =
∑

q

Bq(t)|φq(t)〉, (2)

is expanded in the basis of instantaneous eigenstates |φq(t)〉 =
∑

α Cα,q(t)|χα(t)〉 of the generalized eigen-
value problem H(t)C(t) = S(t)C(t)E(t), with eigenvalues Eq(t). It is assumed that the initial state consists



of an electronic excitation localized in the lowest unoccupied molecular orbital (LUMO) of the central (C)
surface complex.

The propagation scheme is based on the recursive application of the short-time approximation

|Ψξ(t + τ/2)〉 ≈
∑

q

Bq(t)e−
i
~ Eq(t)τ/2|φq(t)〉. (3)

The evolution of the expansion coefficients

Bq(t + τ) =
∑

p

Bp(t)e−
i
~ [Ep(t)+Eq(t+τ)]τ/2〈φq(t + τ)|φp(t)〉 (4)

is approximated by

Bq(t + τ) ≈ Bq(t)e−
i
~ [Eq(t)+Eq(t+τ)]τ/2, (5)

in the limit of sufficiently thin time-slices τ .
The relaxation dynamics is quantitatively described in terms of expectation values of observables com-

puted as 〈Â〉 = Tr{ρ̂(t)Â}, where ρ̂(t) is the reduced density operator associated with the electronic degrees
of freedom,

ρ̂(t) =
∑

ξ

pξ|Ψξ(t)〉〈Ψξ(t)|, (6)

with pξ the probability of sampling initial conditions, specified by index ξ, associated with the thermal en-
semble of nuclear configurations.

The time-dependent electronic populations are determined as follows:

Pj(t) = Tr{ρ̂(t)P̂j}, (7)

where P̂j is the projection operator onto the subset of atomic orbitals of interest. Computations of the
transient electron(hole) populations Pj(t) of the molecular adsorbate j are defined accordingly,

P̂j =
∑

α,β∈j

|χα〉
(
S−1

)
αβ

〈χβ |, (8)

where the sum over atomic orbitals includes atoms of adsorbate j only.

III Results

III.1 Force Field Parameters

The force field parameters (see supporting information) were adopted as much as possible from the
force fields Amber9451 and OPLS-AA.52 The electrostatic and Van der Waals interactions are described by
the sum of Coulomb and Lennard-Jones potentials,

V =
∑

i

∑
j

[
qjqje

2/rij + 4εij

(
σij

rij

)12

− 4εij

(
σij

rij

)6
]

fij , (9)



between all pairs of atoms i and j with (i < j) separated by three or more bonds. Here, fij = 1.0, except for
intramolecular 1,4-interactions for which fij = 0.5. However, Van der Waals interactions are neglected for
the host-substrate since they represent only minor contributions to the energy of the TiO2 crystal.

The TiO2 ionic charges are obtained from the electronic population analysis of the sensitized nanos-
tructure unit cell as described by the ab initio-DFT level of theory. Stretching and bending energies are
described by harmonic potentials with equilibirum bond-lengths req and equilibrium angles θeq that are fit-
ted to reproduce the relaxed configuration of the unit cell obtained by geometry optimization at the DFT-ab
initio level. Harmonic constants Kr and Kθ were fitted to reproduce the ab initio phonon spectral density.
Initial guess parameters for TiO2 were based on the Morse-stretch potentials of MS-Q models,58 while the
constants for the adsorbate molecule were taken from the force fields OPLS-AA52 and Amber94.51

The comparison between optimized configurations of sensitized TiO2 nanostructures, obtained at the ab
initio-DFT level and according to the molecular mechanics force field indicate that both calculations predict
essentially the same optimized structures. In fact, the resulting root-mean-squared (rms) between the two
relaxed configurations is rms = 0.3 Å. Relaxed structures were obtained by optimizing the energy of the
system with respect to the geometry of the anchored catechol molecule and the 6 top-most layers in the
semiconductor surface, including the capping hydrogen atoms in the upper layer. Relative to the bulk TiO2

structure, there are significant rearrangements associated with the Ti4+ and O2− ions next to the molecular
adsorbate. Further, the alignment of the catechol adsorbate along the [100] direction is determined by the
electronic repulsion with the nearby row of di-coordinated O2− ions. Such electrostatic repulsion is also
responsible for displacing the two-fold coordinated O2− ions and for stretching their bonds with the hexa-
coordinated Ti4+ ions next to the molecular adsorbate. Far from the attachment site, however, the geometry
of the anatase crystal is in agreement with previous theoretical calculations of TiO2-anatase.63

III.2 Phonon Spectral Density

Figure 2 shows the comparison of the total phonon spectral density and the individual components
associated with the adsorbate and the host-substrate, obtained from molecular dynamics simulations of
the catechol/TiO2-anatase model system described in Sec. II.1. The phonon spectral density has been
computed as the Fourier transform of the velocity autocorrelation function obtained from molecular dynamics
simulations at 300 K and constant volume. Results obtained according to ab initio-DFT molecular dynamics
are compared to the corresponding results based on the classical mechanics force-field. Figure 2 shows
that the force field predicts the vibrational frequencies for both the adsorbate molecules and the TiO2-
anatase semiconductor, as well as the relative intensities in the phonon spectra density profile, in very
good agreement with ab initio calculations. The vibrational frequencies are also in good agreement with the
experimental normal mode frequencies.83,84

As discussed in Ref. [30], the more prominent peaks in the total spectral density correspond to the O-H
stretching motion of H capping atoms on the TiO2-anatase surface and the C-H stretching motion in the
catechol molecule, at 3700 cm−1 and 3100 cm−1, respectively. The normal modes of TiO2-anatase are
in the 262—876 cm−1 range, in agreement with experimental measurements.84 These vibrational periods
are expected to be only marginally affected by photoexcitation of the adsorbate molecule, or the injection
of an electron to the conduction band. Especially, considering that the TiO2 frequencies correspond to
the characteristic vibrational period of 40 fs, which is an order of magnitude larger than the ultrafast time
scale associated with the primary electron injection event.30–34 In addition, the vibrational frequencies of the
catechol molecule are only slightly affected by photo-excitation of the molecule to the S1 electronic state.84



Figure 2: Comparison of total phonon spectral density (upper panel) of the catechol/TiO2-anatase model system,
introduced in Sec. II.1, and individual contributions due to nuclear motion in the adsorbates (middle panel) and the
TiO2-anatase host substrate, as described by molecular dynamics simulations based on ab initio-DFT (black) and the
molecular mechanics force field introduced in this paper (red).

III.3 Electron-Injection Dynamics

Figure 3 shows the evolution of the time-dependent adsorbate population, after instantaneously popu-
lating the catechol-LUMO. These results are obtained according to the mixed quantum-classical methodol-
ogy, described in Sec. II.2, in conjunction with molecular dynamics simulations based on either ab initio-DFT,
or the molecular mechanics force field introduced in Sec. III.1.

Figure 3 shows that both levels of theory predict that the overall relaxation dynamics at room temperature
is largely described by a single exponential decay with a characteristic time τ ' 2.5 fs, reaching complete
transfer within 10 fs. The initial electronic state is chosen to correspond closely to the native catechol-LUMO
of the photo-excited surface-complex, a state that is a critical component of the electronic states of dyes with
high photo-to-current conversion efficiencies (e.g., catechol para-substituted with Ru(II)-polypyridyl com-
plexes). As pointed out by Grätzel, Nozik, Lian, and others,2,3,17,46,85 efficient photo-injection mechanisms
from larger organometallic dye molecules involve reaction pathways via these higher electronic states of
the aromatic linker (i.e., Metal-to-Ligand Charge Transfer states (MLCTs) involving the π∗ levels). The re-
ported results are also relevant to the electron injection dynamics from the native excited states of catechol,
even in the presence of competing direct catechol-TiO2 charge-transfer excitations. ‘Vertical’ transitions to
higher-energy electronic states localized in the surface complexes (e.g., corresponding more closely to the
catechol HOMO-LUMO and HOMO-(LUMO+1) states) are quantum mechanically allowed20,23,50 due to the
rigidity of the catechol-anatase system limiting the direct coupling between the adsorbate π system and the
semiconductor substrate.



Figure 3: Comparison of the time dependent adsorbate population, after instantaneously populating the catechol-
LUMO, in sensitized nanostructures extended along the [-101] crystallographic direction of the anatase crystal. Mixed
quantum-classical calculations based on the molecular mechanics force field introduced in this paper (red squares) are
compared to the corresponding results based onab initio-DFT molecular dynamics.

IV Concluding Remarks

We have described the development and testing of force field parameters for large-scale computa-
tional modeling of sensitized TiO2 surfaces. Stretching and bending equilibrium parameters were derived
to reproduce the relaxed configuration of the catechol/TiO2 unit cell nanostructure, obtained by geometry
optimization at the DFT-ab initio level. Harmonic force constants for stretching and bending motion were
fitted to reproduce the ab initio phonon spectral density of the unit cell nanostructure. The quality of the
resulting force field was evaluated as applied in conjunction with mixed quantum-classical methods for the
description of the electron-hole relaxation dynamics after excitation of molecular adsorbates.

Testing the resulting force field for predictions of ab initio optimized structures, phonon spectral density
profiles, and the influence of thermal nuclear fluctuations on the electron relaxation dynamics after excita-
tion of surface complexes has been the main topic of the paper. The validation is crucial since the force
field parameters are intended for applications beyond the capabilities of purely ab initio methods. Such
large-scale atomistic simulations will allow one to address processes that are critical for the overall effi-
ciency of sensitized-TiO2 solar cells, including the synergistic effects between multiple adsorbates as well
as the influence of the solvent and the electrolyte environment on the dynamics of electron injection and
recombination.
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