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The catalytic transformation of carbon dioxide into fuels is one of the most important reactions for
creating a sustainable, carbon-neutral energy economy. Given that the sun is the only plausible energy
source that can accommodate the increased global energy demand without contributing to catastrophic
climate change, it makes sense to use solar energy to drive this reaction, ideally using the largest possible
portion of the solar spectrum. Over the past several years, we have explored the use of reduced rylenedi-
imide chromophores, which absorb wavelengths ranging into the near-infrared, as strongly reducing
photosensitizers capable of photosensitizing Re(diimine)(CO)3L metal centers towards the binding and
reduction of CO2. We have explored the effects of varying the binding geometry, donor–acceptor redox
potentials, and excitation wavelength on the kinetics of electron transfer from the reduced rylenediimide
to the metal center. So far, we have achieved charge-separated lifetimes in electrocatalytically active
complexes of 25 ns when illuminated with near-infrared light, and >250 ns when illuminated with blue
light.
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1. Introduction

1.1. Background

As we grapple with an increasingly chaotic climate fueled by
rising global temperatures and CO2 levels, the need for a sustain-
able, carbon-neutral source of fuels has become more and more
apparent [1]. At the same time, global demand for energy is
expected to increase over the coming decades, from around 14
TW in 2001 to 27 TW in 2050. The only renewable source of energy
available to meet this demand is the light from the Sun [2]. While
the efficiency of solar photovoltaic devices continues to improve
[3], energy storage densities for electricity are still low compared
to the energy stored in the chemical bonds of liquid fuels [2]. Con-
sequently, we and many other researchers have sought to achieve
the conversion of solar energy into stored chemical energy, an
approach akin to the natural photosynthetic process and com-
monly referred to as artificial photosynthesis. Artificial photosyn-
thetic systems use as their feedstocks the same inputs as natural
photosynthesis, namely water as a source of reducing equivalents
and carbon dioxide as the substrate to be reduced.

One of the key challenges in an artificial photosynthetic system
is to reduce thermodynamically demanding substrates such as CO2

using as much of the solar spectrum as possible. Typical electrocat-
alysts employed to reduce CO2 function at potentials around �1.5
V vs SCE [4], a potential accessible using metalorganic chro-
mophores that absorb at wavelengths shorter than 550 nm [5–9].
In addition, many of these highly reducing chromophores incorpo-
rate non-earth-abundant metals such as Ir [10,11], Pt [12], or Re
[13]. There are reports of covalent assemblies of metalorganic
chromophores with CO2 reduction catalysts, the most widely
researched of which are the Ru(bpy)3–Re(bpy)(CO)3 assemblies
reported by Ishitani and co-workers [14], which achieve photo-
catalysis at wavelengths <500 nm. There has also been a report
of a complex of an IrIII(1-phenylisoquinoline)2(bpy) complex
attached to a Re(bpy)(CO)3 catalyst, in which catalysis is achieved
upon illumination at 480 nm [15]. Other assemblies that function
at slightly longer wavelengths (<600 nm) incorporate zinc or mag-
nesium porphyrins [16] or OsIII(bpy)3 [17].

In contrast to metalorganic chromophores, purely organic chro-
mophores that absorb in the visible region do not typically possess
the excited-state reducing power required to photosensitize CO2

reduction catalysts. However, it has been shown that certain
organic chromophores, when reduced by one or two electrons,
heme 1. Structures of naphthalenediimide (NDI), perylenediimide (PDI), and Re
py)(CO)3L.
become powerful excited-state super-reductants that absorb
long-wavelength visible and even near-infrared light while still
exhibiting long enough lifetimes for use in donor–acceptor systems
[18]. The use of a pre-reduced chromophore to transfer electrons to
a CO2 reduction catalyst has been previously demonstrated by
Neumann and co-workers in a system in which a colorless polyox-
ometalate is reduced at mild potential in the presence of protons to
generate an intensely absorbing chromophore [19]. The polyox-
ometalate is coordinated to a bimetallic CO2 reduction catalyst,
and photoexcitation of the reduced chromophore results in the
transfer of two electrons and two protons to the catalyst, enabling
binding and reduction of CO2.

In our work, we have focused on the anions and dianions of
rylenediimides (RDIs) as photoreductants. Structures of the
rylenediimides used in this work are shown in Scheme 1. RDI anion
chromophores were chosen on the basis of their relatively long
excited-state lifetimes and the ease with which they can be incor-
porated synthetically into donor–acceptor assemblies, including
metal centers capable of reducing CO2. Chosen for our initial stud-
ies was the prototypical CO2 reduction catalyst Re(bpy)(CO)3L. This
metal center was chosen for several reasons: first, its spectroscopic
properties are well-understood, allowing for facile interpretation
of our TA data; second, its ligand arrangement allows the chro-
mophore to be attached to the metal center using a variety of
geometries, allowing us to explore the effect of geometry on the
rate and yield of charge separation; third, there is precedent for
photodriving it as a catalyst using a covalently attached chro-
mophore [17,20–24]. Finally, the complex is known to reduce
CO2 through a different set of pathways depending on whether
the complex is reduced by one or two electrons before catalysis
is initiated [25–28]. This property leaves open the possibility,
which we have not yet explored extensively, of attaching multiple
chromophores to the metal center and photodriving catalysis via
the two-electron pathway.

We will begin this review by describing the properties, deter-
mined by ourselves and other groups, of the RDI anions and Re
(bpy)(CO)3L complexes, shown in Scheme 1. First we will discuss
their ground-state redox (Section3.1) andoptical (Section3.2) prop-
erties.Wewill thendiscuss the excited-state spectroscopyof theRDI
anions (Section 3.3) and some insights provided by high-level time-
dependent density functional theory (TD-DFT) calculations on the
excited state properties of PDI radical anion (Section 3.4) before
beginning our discussion of RDI–Re(bpy) complexes.

Our initial studies involved direct attachment of the RDI chro-
mophore to the Re(bpy) center, either through the bipyridine
ligand, which will be discussed in Section 4.1.1, or through the pyr-
idine ligand, which will be discussed in Section 4.2.1. A second
generation of molecules comprised the same attachment geome-
tries but with the addition of an intermediate electron acceptor.
This intermediate acceptor was inserted in order to facilitate a
longer lifetime of the final charge-separated state without compro-
mising the rate of formation of that state. Those systems are dis-
cussed in Section 4.1.2 (bpy-linked) and 4.2.2 (py-linked).

During the course of these studies, we realized that there was
also the potential to photodrive these systems in a completely dif-
ferent way, namely by using the Re ? bpy MLCT state as the chro-
mophore and the RDI anion as a covalently attached electron
donor. The spin dynamics of this pathway proved unexpectedly
rich and are discussed in Section 5.
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All the systems described in this review have been character-
ized using electrochemistry to determine the reduction potentials
of each moiety, steady-state UV–vis-NIR and mid-IR spectroscopy
to establish ground-state optical and vibrational properties, and
transient UV–vis-NIR and mid-IR spectroscopy to determine
excited-state and electron-transfer dynamics in order to establish
the forward- and back-electron transfer rates. In many cases, DFT
calculations were employed to explain unexpected behaviors and
reveal rich electronic structures. All these studies were performed
with an eye towards determining the optimum molecular design
for rapid charge separation and slow charge recombination, which
would further enable detection of catalytic activity.

1.2. Other developments

The Wasielewski group first investigated the photoexcitation of
NDI�� in the context of molecular photoswitches [29,30]. In those
reports, NDI�� was generated transiently via excited-state electron
transfer from an attached chromophore, and was then excited by a
second pump pulse. The excited NDI�� was able to undergo oxida-
tive quenching to transfer an electron to an acceptor that could not
have been reduced by the excited state of the first chromophore.
While described at the time as a type of molecular photoswitch,
the system also resembles a simplified version of the photosyn-
thetic Z scheme, in which a difficult-to-reduce substrate is reduced
using visible light photons absorbed by a series of chromophores.

Several other groups have also investigated the use of PDI and
NDI anions as highly reducing chromophores. In 2008, Rybtchinski
and co-workers reported the preparation of a water-soluble PEG-
substituted PDI [31]. Reduction by sodium dithionite produced
the water-soluble PDI dianion which was found to be stable in
water for months, in contrast to other previously reported aro-
matic dianions. Due to its stability, it was possible to characterize
the dianion by NMR, UV–vis spectroscopy, and time-resolved emis-
sion spectroscopy. The Rybtchinski study did not report any appli-
cations of the aqueous PDI dianion as a chromophore.

The first report of an application of a PDI anion chromophore
was published by König and co-workers in 2014 [32]. In that paper,
the authors report the photoreduction of PDI in deaerated DMF or
DMSO solution containing Et3N as a sacrificial reductant. Neutral
PDI was found to convert smoothly and quantitatively to the PDI
radical anion upon irradiation with 455 nm light. The PDI radical
anion was stable under those conditions until air was introduced
into the solution. Photocatalytic experiments using 455 nm light
were subsequently performed in the presence of a halogenated
aromatic electron acceptor, and it was found that aromatic dehalo-
genation occurred with substrates whose reduction potentials fell
below that of the excited state oxidation potential of the PDI radi-
cal anion. The authors postulate a Z-scheme-like mechanism in
which neutral PDI is excited and reductively quenched by NEt3 to
produce the PDI radical anion. Subsequent excitation of the PDI
radical anion results in reduction of the aryl halide to its radical
anion, followed by halide loss and reaction of the aryl radical with
NEt3�+ and a solvent molecule to produce the dehalogenated aryl
product. Curiously, the reaction mechanism proposed and substan-
tiated through various control experiments implies the photoexci-
tation of the PDI radical anion by 455 nm light, a wavelength at
which the PDI radical anion does not absorb. No explanation is
given for this discrepancy.

A follow-up to this work was performed by Duan and co-
workers, focusing on improving the solubility of PDI by incorporat-
ing it into a Zn-PDI metal–organic polymer [33]. When incorpo-
rated into the polymer, the rate and yield of dehalogenation
reactions photocatalyzed by PDI in the presence of NEt3 was
improved relative to the homogeneous photocatalysis reported
by König and co-workers. The authors suggest that this improve-
ment may be due to the metal–organic polymer preventing aggre-
gation of the neutral PDI species, thereby increasing the rate of
electron transfer from NEt3 to generate PDI��. In addition, immobi-
lizing the PDI chromophore in a heterogeneous polymer simplified
the isolation of the dehalogenated product.

Finally, a number of papers have been published by Majima and
co-workers exploring covalent assemblies of NDI [34] or PDI [35]
chromophores linked through aromatic bridges to various aro-
matic mono- or diimide acceptors [36]. These assemblies were
reduced using either pulse radiolysis in DMF solution [34] or by
addition of tetrakis(dimethylamino)ethylene (TDAE) which is able
to generate the PDI or NDI radical anion. The rate of electron trans-
fer from the RDI anion was observed to vary based on the driving
force for electron transfer, the donor–acceptor distance, and the
geometry (meta or para) of the aromatic bridge. The rates for
excited-state electron transfer were found to obey the Marcus rela-
tionship and the reorganization energies were derived.
2. Experimental

With the exception of the results presented in Section 5.2, all
experimental work discussed in this review has been previously
published or is in preparation, and the reader is referred to those
manuscripts’ experimental sections for details of those experi-
ments. The following computational procedures are applicable to
the work presented in Section 5.2.
2.1. Density functional theory methods

All density functional theory (DFT) calculations were performed
with the B3LYP exchange–correlation functional [37] and Def2SVP
basis set [38]. The Gaussian09 software [39] was used throughout,
with ‘‘tight” geometry convergence criteria, an ‘‘ultrafine” numeri-
cal integration grid, and the SMD implicit solvent model [40] of
DMF.

The PDI-Phbpy-Re-Py dyad (with the solubilizing alkyl chain
truncated to a methyl group) was optimized in various electronic
states. Closed-shell singlet ground states S0 were calculated with
restricted DFT, whereas unrestricted DFT (uDFT) was used for the
lowest-energy doublet D0 and triplet states T1. The following
states of the dyad were considered: non-reduced ground-state S0
(formally positive due to the ReI), the doubly reduced S0, and dou-
bly reduced T1 (corresponding to the high-spin charge-shifted
state). The PDI molecule was similarly optimized in the following
electronic states: non-reduced S0, singly reduced D0, doubly
reduced S0, and doubly reduced triplet to confirm that the two
reducing electrons prefer to pair up in a closed-shell fashion rather
than occupy two distinct orbitals in a high-spin manner. The Re
(Phbpy)(CO)3Py (Phbpy-Re-Py) molecule was optimized in the
non-reduced S0, non-reduced T1, and singly reduced D0 states.

Frequency calculations were performed to verify that a struc-
tural minimumwas reached, and to estimate the thermal contribu-
tions to the free energy according to the ideal-gas, rigid-rotor,
harmonic-oscillator approximation. The 10 lowest-energy vertical
singlet and 10 lowest-energy triplet excited states of PDI2� and
Phbpy-Re-Py were calculated with linear-response time-
dependent (TD) DFT. Computed IR spectra were obtained by apply-
ing an arbitrary Gaussian broadening of 6 cm�1 FWHM to the cal-
culated IR transitions.

Free energies of each state were computed as the sum of the PDI
and Phbpy-Re-Py parts. The validity of this fragment approach was
verified through thorough testing in a recent study of the same
dyad in its singly reduced state [41]. The quantum mechanical
interaction between the two parts of the dyad is negligible due
to weak coupling, but the classical Coulomb interaction ECoulomb



Fig. 1. Ground-state absorption spectra of neutral, radical anion, and dianion forms
of NDI (top) and PDI (bottom) in DMF + Bu4NPF6. Adapted and reprinted with
permission from [18]. Copyright 2000 American Chemical Society.

N.T. La Porte et al. / Coordination Chemistry Reviews 361 (2018) 98–119 101
may be significant. The resting and charge-shifted states of the full
dyad were optimized, and calculated NBO [42] charges q were fit-
ted to each atom i of Phbpy-Re-Py and j of PDI and the pairwise
Coulomb interaction was added to the free energy of each dyad
state, as estimated according to:

ECoulomb ¼
XRe�bpy
i

XPDI
j

qiqj

4prije0er

Here rij is the distance between atoms i and j, and e0 and er are
the vacuum and DMF (=37.22) relative permittivities, respectively.

3. Properties of RDI and Re(bpy)(CO)3L

3.1. Redox properties

An alluring property of NDI and PDI with respect to the use of
their anions as chromophores is the ease with which they can be
reversibly reduced [18]. The reduction potential remains fairly
invariant despite changes to the substituent on the imide, reflect-
ing the lack of electronic coupling between the RDI core and the
imide. Gosztola et al. studied NDI with both 2,5-di-tert-
butylphenyl and n-octyl substituents and found that in both cases,
the first reduction occurred at �0.48 V vs SCE, while the second
occurred at �0.99 V. The first reduction of PDI was found to occur
only slightly more positive of the first reduction of NDI, at �0.43 V
vs SCE, while the second reduction was significantly less negative
than that of NDI, at �0.70 V. The positive shift in reduction poten-
tial as the RDI core is expanded is attributed to the delocalization
of the extra electron across a larger aromatic region [43]. In the
molecules studied in this study, the distal imide position on the
NDI was substituted with 2,5-di-tert-butylphenyl, and the distal
imide on the PDI was substituted with a tricosan-12-yl group to
ensure the solubility of the respective diimides.

The electrochemistry of the Re(bpy)(CO)3L system has been
extensively studied [26,28,44]. Briefly, the complex can be reversi-
bly reduced twice under inert atmosphere, with the first reduction,
occurring around �1.1 V vs SCE, corresponding to the reduction of
the bipyridine ligand from 0 to � 1, and the second, occurring
around �1.5 V vs SCE, to the reduction of the Re center from +1
to 0 [28,45]. Varying the substituents on the bpy ligand from elec-
tron donating to electron withdrawing can tune its reduction
potential over a range of more than 700 mV while having a smaller
effect on the reduction of the Re center. Varying the charge on the L
ligand from neutral to anionic varies the reduction of the bpy
ligand over a smaller range (�100–200 mV) while having a similar
effect on the reduction of the Re center. It has also been observed
that in general, better activity as a photo- or electrocatalyst corre-
lates with a more negative potential for the reductions of both the
bpy ligand and the Re center, although there are other properties
that affect catalytic ability [4,13,44,46]. A discussion of these prop-
erties is beyond the scope of this review. In most of the complexes
discussed in this review, the bpy ligand was substituted with a
phenyl group at the 4 position, as that position proved the easiest
to functionalize for incorporation into an extended system.

3.2. Ground-state optical properties

The photophysical properties of the anions of NDI and PDI were
first investigated by the Wasielewski group. Shown in Fig. 1 are the
spectra of NDI and PDI in their neutral and reduced forms, taken
from [47]. The spectra were obtained by chemical reduction of
DMF solutions of the neutral compounds using TDAE to produce
the radical anions, and cobaltocene to produce PDI2�. These spectra
are identical to the spectra obtained by Gosztola et al. using elec-
trochemical reduction of DMF solutions in an optically transparent
thin layer electrochemical (OTTLE) cell. Gosztola et al. also col-
lected transient absorption data on the radical anions of NDI and
PDI produced by electrochemical reduction in order to determine
their excited-state lifetimes. In addition, Rybtchinski and co-
workers reduced a water-soluble PDI in aqueous solution with
sodium dithionite and determined the lifetime of the PDI dianion
by fluorescence lifetime measurement. The results of these various
experiments are presented in Table 1. These data allow us to use
time-resolved UV–vis-NIR spectroscopy (fsTA and nsTA, for
femtosecond-scale and nanosecond-scale spectroscopy, respec-
tively) to determine the excited-state and oxidation state dynamics
of complexes containing RDI moieties.

The ground-state UV–visible absorption spectrum of Re(Phbpy)
(CO)3L in various oxidation states has been determined by spectro-
electrochemical measurement as well and is shown in Fig. 2A
below. The singlet cationic molecule contains a broad absorbance
centered at 350 nm and tailing into the visible region. This band
is assigned by TD-DFT calculations [43] and by analogy to other
published Re(bpy)(CO)3L molecules to the Re? bpy MLCT transi-
tion [13,48,49]. Upon reduction, a new band arises in the visible
region with a maximum around 500 nm whose exact position
depends on the substituents on the bpy ligand and the nature of
L. This band diminishes to a minimum around 650 nm, and there
is also a low-energy band which tails into the infrared [48]. These
bands arise from different p⁄ ? p⁄ transitions in the bpy ligand
[50]. While diagnostic of the oxidation state of the Re(bpy) moiety,
these bands are weak relative to the RDI bands and are therefore
less useful when analyzing the transient data collected on our
RDI–Re(bpy) complexes.

More useful for determining the oxidation state and ligand
environment of the Re(bpy) moiety is the mid-IR spectrum of the
carbonyl stretching region from 1850 to 2050 cm�1. The frequency
of these stretches is extremely sensitive to both the oxidation state
of the Re center, as expected, but also to the oxidation state of the
bpy ligand due to the effect that ligand has on the strength of the p
back bonding of the CO ligand. The specific effects of both excita-
tion and redox chemistry on the CO stretching frequencies in Re
(bpy)(CO)3L molecules has been extensively reviewed by Ishitani,



Table 1
Photophysical properties of N,N0-bis(2,5-di-tert-butylphenyl) PDI and NDI in the neutral (N), radical anion (R��), and dianion (R2�) forms. All data taken from [18] unless noted.

Compound N: k (nm) (e (M�1 cm�1)) R��: k (nm) (e (M�1 cm�1)) R2�: k (nm) (e (M�1 cm�1)) 1*N: s (ps) 2*R��: s (ps) 1*R2�: s (ps)

NDI 361 (15,100)
381 (16,400)

474 (26,000)
605 (7200)
698 (2400)
777 (4100)

400 (19,500)
423 (26,700)
520 (2600)
563 (6300)
612 (10,600)

141 ± 7

PDI 458 (19,300)
490 (51,000)
526 (80,000)

680 (50,600)
700 (79,800)
712 (74,200)
766 (21,600)
795 (49,600)
955 (28,200)

532 (42,400)
570 (80,000)
597 (36,700)
646 (18,100)
720 (3400)

3800 ± 100 145 ± 15 6500 [31]

Fig. 2. Left: Ground-state absorbance spectra in the UV–vis of cation (Re(I), bpy0) and neutral (Re(I), bpy��) forms of Re(Phbpy)(CO)3Py in DMF + Bu4NPF6. Right: DFT-
calculated mid-IR absorbance spectra of Re(Phbpy)(CO)3Py in the cationic and neutral states. Calculated at (B3LYP/Def2SVP(Re), 6-31G*(others)) and scaled by a factor of
0.9671 [51].
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Vlček, and co-workers [13,49]. As a consequence, we are able to
use time-resolved mid-IR spectroscopy (fsIR) to probe the
excited-state and oxidation state behavior of complexes containing
Re(bpy)(CO)3 fragments. The advantages of being able to probe this
region in a time-resolved manner are the exquisite sensitivity of
the CO stretching frequencies to changes to the ligand environ-
ment, and the fact that this region is free of any other overlapping
absorbances.

Shown in Fig. 3 below are the spectra of two representative
RDI–Re(bpy) complexes in their neutral and reduced forms. With
the exception of the Re-bpy MLCT absorbance below 450 nm, and
the absorbance of oxidized TDAE or CoCp2 below 400 nm, the spec-
tra are practically identical to the spectra of the uncomplexed NDI
and PDI molecules shown in Fig. 1. This is indicative of minimal
electronic coupling between the RDI and Re(bpy) moieties, a result
also borne out by DFT calculations (see Section 3.2). The CO
stretches observed in complexes containing both RDI and Re
(bpy) moieties are also identical to control complexes containing
only the Re(bpy) fragment, as shown in Fig. 2.
3.3. Excited-state spectra of PDI and NDI

The transient spectra of PDI��, PDI2�, and NDI�� are reproduced
in Fig. 4 [47]. The radical anion spectra both show very similar fea-
tures: negative features corresponding to bleaching of the ground
state (PDI��: 680 nm, 700 nm, 705 nm, 795 nm, 950 nm; NDI��:
471 nm, 700 nm, 785 nm) and stimulated emission from the
excited state (PDI��: 960 nm, 1100 nm, 1300 nm; NDI��: �800
nm, 900 nm, 1000 nm), and positive features corresponding to
induced absorptions from the excited state (PDI��: 470 nm, 525–
625 nm; NDI��: <450 nm, 650–675 nm). These features decay
simultaneously with the lifetime given in Table 1. The situation
with PDI2� is slightly different; the short-wavelength features at
k < 600 nm are due to ground-state bleaching but no stimulated
emission features are observed (although the compound is known
to be emissive [31]), likely due to overlapping induced absorptions
from 600 to 1200 nm. Instead of decaying back to the ground state,
however, the singlet excited state produced by photoexcitation
converts in several nanoseconds to a different excited state before
decaying on the nanosecond timescale.
3.4. Insights from DFT on the ground and excited state manifolds of the
PDI radical anion

In order to understand the electronic transitions underlying the
PDI radical anion absorbance spectrum, we carried out time-
dependent density functional theory (TD-DFT) calculations [47].
The frontier molecular orbitals involved in the electronic transi-
tions in the visible region are shown in Fig. 5. The orbitals are num-
bered according to their occupancy in neutral PDI, so the LUMO
shown is the SOMO of PDI��. All the frontier MOs are observed to
be delocalized over the entire PDI core. The vertical (non-
vibronic) transitions predicted by TD-DFT are somewhat shorter
in wavelength than those observed experimentally, but by calcu-
lating the major vibrational modes of the molecule we were able
to correct the vertical transition energies to include the vibronic
progression of each transition. The calculated energies of the
vertical transitions, lowest energies of the vibronically resolved
transitions, calculated oscillator strengths, and orbital character
of each transition are shown in Table 2. The contributions of each
transition to the electronic absorption spectrum are shown in



Fig. 3. Top: Spectra of PDI-Phbpy-Re-Py in the neutral (black), PDI�� (red) and
PDI2� (blue) states. Bottom: Spectra of Phbpy-Re-PyPhNDI in the neutral (black)
and NDI�� (red) states. Originally published in [47] by the Royal Society of
Chemistry.

Fig. 4. Top to bottom: Visible and NIR transient absorption spectra of C232-PDI1�

(kex = 650 nm), C232-PDI2� (kex = 571 nm) and Cy2-NDI�� (kex = 605 nm). Gaps in the
spectra are due to either scattered pump light or gaps in the detector. Originally
published in [47] by the Royal Society of Chemistry.
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Fig. 6A, and the sum of these contributions is compared to the
experimentally observed absorption spectrum in Fig. 6B.

The calculations reveal that three major electronic transitions
contribute with appreciable oscillator strength to the visible
absorption spectrum, and provide a more elaborate explanation
for the electronic absorption spectrum than initially reported by
Gosztola et al., [18] where the entire absorption spectrum was pre-
sumed to arise from excitation of the unpaired LUMO electron. The
D1 transition that dominates the low-energy near-IR absorption of
the PDI radical anion arises primarily from excitation of a HOMO
electron to pair with the single electron residing in the LUMO, with
a 26% component arising from the transition of the unpaired LUMO
to the LUMO+1. The D2 transition arises almost exclusively from
LUMO? LUMO+2 excitation. These two transitions collectively
have much lower oscillator strength than the D3 transition that
dominates the blue edge of the absorption around 700 nm. This
transition arises primarily from the LUMO ? LUMO+1 transition,
but does contain 24% HOMO? LUMO character. Multiplying the
contributions of each transition by the oscillator strength, we find
that approximately 25% of the absorption spectrum involves the
filled HOMO orbital. This finding has important implications for
the design of substituted PDI molecules intended for use as radical
anion chromophores where the effect of the substituents on both
the HOMO and LUMO must be considered.



Fig. 5. Frontier molecular orbitals of PDI molecular fragment calculated using DFT (isovalue = 0.03). Originally published in [47] by the Royal Society of Chemistry.

Table 2
The TD-DFT vibronic absorption maximum peak wavelengths kvibronic of the first three electronic transitions, and the vertical wavelengths kvert, oscillator strengths f, and
dominant orbital characters for the three lowest-energy calculated electronic transitions of the reduced PDI� radical. Taken from [47], where the calculated set of the first ten
transitions can be found.

State kvibronic [nm] kvert [nm] f Primary transition character % Secondary transition character %

D1 974.4 844.3 0.032 bHOMO ? LUMO 74 aLUMO ? LUMO+1 26
D2 688.4 668.6 0.052 aLUMO? LUMO+2 97 N/A 0
D3 710.8 621.4 0.885 aLUMO? LUMO+1 72 bHOMO ? LUMO 24

Fig. 6. Left: Calculated vibronic transitions from the ground state to the D1 (black), D2 (red) and D3 (blue) states of PDI��. Right: Sum of the three calculated vibronic spectra
(black) compared to the experimentally determined spectrum of PDI��, normalized to the maximum value. Originally published in [47] by the Royal Society of Chemistry.
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4. Systems in which RDI anion is excited

4.1. No intermediate acceptor

4.1.1. Bpy-linked
All the RDI–Re(bpy) complexes in this project were synthesized

using a series of cross-coupling reactions to join together the various
components. A full discussion of the synthetic scheme for each
molecule can be found in the previously published works
[47,52,53]. The structureof thebpy-linkeddyadmolecules that form
the prototype for the series is shown in Scheme 2. As will be
discussed further below, there is very little coupling between the
PDI and the Re(bpy) as shown by electrochemistry, steady-state
UV/Vis (Fig. 3, top), andDFT calculation of the frontier orbitals (Fig. 7).

The reduction potentials of the RDI and Re(bpy) moieties of
each complex were determined using cyclic voltammetry. The
potentials are shown in Table 3 below. Comparison of the reduc-
tion potentials of the complexes to those of the RDI and Phbpy-
Re-Py model compounds shows very little effect of complexation
on the measured values, indicating minimal coupling between
the RDI and Re(bpy) moieties. For spectroscopic measurements,
compounds were typically reduced to the RDI radical anion form
using TDAE, which undergoes a single reversible two-electron oxi-
dation in DMF at �0.62 V vs SCE [54,55]. To access the PDI dianion,
CoCp2 (E½ � �0.86 vs SCE) [56] was employed. While it was possi-
ble to access the NDI dianion through the use of CoCp⁄
2 (E½ � �1.44

vs SCE), this reductant also was capable of reducing the Re(bpy)(CO)3
moiety and accurate, reproducible titration of the sparingly soluble
reductant at the very low concentrations (�50–200 mM) of the spec-
troscopic experiments proved difficult. As a consequence, experi-
ments were performed on the PDI radical anion and dianion, but
only on the NDI radical anion.

It was also possible to obtain samples with reduced RDI for
spectroscopic experiments by employing in situ electrochemical
reduction using a home-built spectroelectrochemical cell. Control
experiments comparing chemically and electrochemically reduced
samples showed no difference in the transient spectroscopy
between the two methods. Since chemical reduction was far less
time-consuming, that method was employed for all the work dis-
cussed in this review.

For each complex in our studies, the Gibbs free energy for each
electron transfer step was calculated using the standard equation
for Gibbs free energy for the excited-state electron transfer
reactions:

DGq ¼ ðEox � EredÞ � E00 þ ðZRDI;pZbpy;p � ZRDI;rZbpy;rÞe2
rRDI;bpyes

þ ðZRDI;pZRe;p � ZRDI;rZRe;rÞe2
rRDI;Rees

þ ðZRe;pZbpy;p � ZRe;rZbpy;rÞe2
rRe;bpyes

ð1Þ



Scheme 2. Structures of the bpy-linked RDI-Phbpy-Re-Py compounds.
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where Eox and Ered are the oxidation and reduction potentials of the
donor and acceptor respectively, E00 is the energy of the ⁄RDIn�

excited state [18], ZRDI,p and Zbpy,p, are the charges on the RDI and
bpy after electron transfer, ZRDI,r, Zbpy,r, ZRe,r are the charges on the
RDI, bpy, and Re before electron transfer, e is the elementary charge,
rRDI,bpy, rRDI,Re, and rRe,bpy are the donor–acceptor distances (calcu-
lated from centroid to centroid using DFT-optimized geometries),
and es is the solvent dielectric constant. The inclusion of the charges
Fig. 7. Calculated frontier molecular orbitals of PDI-Phbpy-Re-Py.
on each of the RDI, bpy, and Re is necessary because the Re begins in
the +1 oxidation state, whereas the RDI begins in a �1 or �2 state,
making the reaction a more complex charge shift reaction rather
than a simple separation of positive and negative charges.

The Gibbs free energy for the back electron transfer reactions
(DGBET) can be estimated using the following equation:

DGET ¼ ðEox � EredÞ þ ðZRDI;pZbpy;p � ZRDI;rZbpy;rÞe2
rRDI;bpyes

þ ðZRDI;pZRe;p � ZRDI;rZRe;rÞe2
rRDI;Rees

þ ðZRe;pZbpy;p � ZRe;rZbpy;rÞe2
rRe;bpyes

ð2Þ

which is analogous to the previous equation but without the excited
state energy. Donor–acceptor distances are shown in Table 4 below.
Calculated DG values for each reaction are given in Table 5.

The analysis of the electron transfer behavior of the complexes
under study starts by collecting fsTA data. An example of the fsTA
results, collected for PDI2�-Phbpy-Re-Py, is shown below in
Fig. 8A. Because of the extremely fast rate of electron transfer,
the excited state of PDI2� decays before the first data point is col-
lected. Observed are the bleaching of the ground-state absorptions
of PDI2� from 475–600 nm, and the induced absorptions of PDI�� at
wavelengths longer than 600 nm. These features match the
ground-state absorptions discussed in Section 3.2. The ground-
state bleach and induced absorption features decay back to zero
within 250 ps. The kinetic fitting of these features will be discussed
further below.

The fsTA data provides information on the dynamics of the
chromophore, but to investigate the dynamics of the metal center,
fsIR spectroscopy is employed. Femtosecond IR spectra collected
on PDI2�-Phbpy-Re-Py are shown below in Fig. 9A. The ground-
state vibrations of Re(Phbpy)(CO)3Py at 2046 cm�1 and 1928 cm�1

are observed to bleach, and induced absorptions characteristic of
Re(Phbpy��)(CO)3Py are observed at 2020 cm�1 and 1885 cm�1.
The decays of these features can also be fit as described below.

In order to interpret these transient spectroscopic results, we
use a global analysis technique. This technique, whose inputs can
be generated in one of two ways, has been previously discussed
Originally published in [47] by the Royal Society of Chemistry.



Table 4
Donor–acceptor distances in the complexes under study, calculated from the DFT-
optimized geometries. Data taken from [47].

rRDI,bpy (Å) rRDI,Re (Å) rRe,bpy (Å)

PDI-Phbpy-Re-Py 14.2 16.4 2.95
NDI-Phbpy-Re-Py 12.1 14.2 2.95

Table 3
Electrochemical redox potentials for the complexes under study, as well as model compounds.a Data taken from [47].

E½(RDI0/�) (V) E½(RDI��/2�) (V) E½(bpy0/�) (V) E½(ReI/0) (V)

PDIb �0.43 �0.70 – –
NDIb �0.48 �0.99 – –
Phbpy-Re-Py – – �1.08 �1.53c

PDI-Phbpy-Re-Py �0.51 �0.78 �1.11 �1.45c

NDI-Phbpy-Re-Py �0.50 �1.01 �1.11 �1.47c

a All electrochemical experiments were performed in DMF with 0.1 M TBAPF6, using a platinum disk working electrode, a platinumwire counter electrode, and a silver wire
pseudoreference electrode. Potentials were referenced to a ferrocene internal standard (E½(Fc+/0) = 0.45 V) and are given versus the saturated calomel electrode (SCE).

b From Ref. [18].
c Irreversible, Epeak from CV given.
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in detail [47] but a brief description follows. The first input gener-
ation technique, singular value decomposition (SVD), factors the
two-dimensional data (signal versus time and signal versus fre-
quency) into an orthonormal set of basis spectra that describe
the wavelength dependence of the species (the ‘‘basis spectra”)
and the time-dependent amplitude of those basis spectra (the
‘‘basis kinetics”) [57]. The basis kinetics are then fit using global
analysis with shared time/rate constants.

The second technique, multiple-wavelength (MW) fitting,
involves simply selecting multiple wavelengths, generally the
peaks of the absorptions of the various species thought to be pre-
sent during the course of the transient experiment. The kinetic
traces of each of these wavelengths are globally fit using indepen-
dent amplitudes and shared time/rate constants. Kinetic traces at
various wavelengths for PDI2�-Phbpy-Re-Py are shown above in
Fig. 9C.

The global analysis method itself involves specifying a kinetic
model and using the resulting populations to deconvolute the
dataset and reconstruct species-associated spectra. The kinetic
model is specified using the rate matrix K, which contains a row
and column for each species (A, B, C, etc.) in the fit. The diagonal
elements are negative, representing the decay of each species,
and the elements in below the diagonal represent the rates with
which intermediate species are formed, and the pathways between
the species involved. The elements above the diagonal are always
zero.

Examples of rate matrices for various kinetic models are shown
below. For a simple A ? B? (G)round state model, as would be
employed for an excited state undergoing electron transfer,
followed by back-electron transfer, the matrix is as follows:

K ¼ �kA!B 0
kA!B �kB!G

� �
ð3Þ

where kA?B is the rate of charge separation and kB?G is the rate of
charge recombination. For a kinetic model A? B? C? (G)round
Table 5
Rates and Gibbs free energy of electron transfer reactions discussed in this section. Data t

RDIn� sex (ps) sET (ps

PDI-bpy-Re-Py 1� 53.5 ± 1.4 23.4
2� <0.3 <0.3

NDI-bpy-Re-Py 1� 0.4 ± 0.1 0.4

sex: Observed excited state lifetime; sET: Calculated excited state electron transfer rate; kE
electron transfer; sBET: Back electron transfer lifetime; kBET: Back electron transfer rate;
state involving an intermediate electron transfer, the matrix
expands thus to include the rate kB?C representing the rate of the
second electron transfer step:

K ¼
�kA!B 0 0
kA!B �kB!C 0
0 kB!C �kC!G

0
B@

1
CA ð4Þ

More complicated kinetic models, in which one species decays
into a combination of two species that each decay independently
to ground, can be written by filling in more of the below-
diagonal elements, as in the case of the model A? B + C? (G)
round state:

K ¼
�ðkA!B þ kA!CÞ 0 0

kA!B �kB!G 0
kA!C 0 �kC!G

0
B@

1
CA ð5Þ

in which species A decays to a combination of species B and species
C with the combined rate kA?B + kA?C, species B decays to ground
with the rate kB?G, and species C decays to ground state with the
rate kC?G.

Any arbitrary decay model can be written as a rate matrix in
this way. The differential equations specified by the rate matrix
are then solved using matrix methods and the solutions are convo-
luted with a Gaussian instrument response function with a speci-
fied width (generally 0.3 ps for femtosecond experiments, and
0.6 ns for nanosecond experiments). These solutions are then fit
using least-squares fitting to obtain a best fit to either the basis
kinetics (in the case of SVD) or to the kinetic traces at each wave-
length, as shown in Fig. 8C below.

Once the rates have been determined, they are fed back into the
differential equations and solved for the populations of each state,
producing equations A(t), B(t), C(t), and so on. The equations deter-
mined for PDI2�-Phbpy-Re-Py are plotted in Fig. 8D. The full set of
two-dimensional data is then deconvoluted with the populations
as functions of time to produce reconstructed spectra for each spe-
cies (the ‘‘species-associated spectra”), shown in Fig. 8B.

In the case of NDI��-bpy-Re-py and PDI2�-bpy-Re-py, the data
fit well to an A ? B? (G)round state model, implying that the
excited state undergoes electron transfer to produce the oxidized
RDI chromophore and the reduced bpy ligand, followed by back-
electron transfer. This model is represented graphically as a
Jablonski diagram in Fig. 10. The production of the oxidized RDI
aken from [47].

) DGq (eV) sBET DGBET (eV)

�0.81 53.5 ± 1.4 ps �0.49
�1.47 107 ± 1 ps �0.25
�1.10 31.8 ± 0.8 ps �0.50

T: Calculated excited state electron transfer rate; DGq: Driving force for *RDIn�? bpy
DGBET: Gibbs free energy for bpy��? RDI(n�1)� back electron transfer.



Fig. 8. Transient absorption spectra, species-associated spectra, global multiple-wavelength kinetic traces and fits, and populations of each species for PDI2�-Phbpy-Re-Py
(kex = 570 nm). Originally published in [47] by the Royal Society of Chemistry.

Fig. 9. Time-resolved IR spectra and global multiple-wavelength kinetic traces and fits for PDI2�-Phbpy-Re-Py (kex = 570 nm). Originally published in [47] by the Royal
Society of Chemistry.
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chromophore is supported by the visible/NIR TA data showing the
formation of induced absorptions corresponding to either neutral
NDI or PDI radical anion, as appropriate. The production of the
reduced bpy ligand is supported by the fsIR data, which show the
formation of induced absorptions at lower energies than the
ground-state bleaches. These induced absorptions correspond to
the CO stretches of the bpy-centered radical anion of Re(Phbpy)
(CO)3Py shown in Fig. 3 above (Section 3.2). The rates determined
using fsTA and fsIR data match one another within the error of the
fitting procedure, lending support to the proposed mechanism. The
rates determined for each electron transfer step are given in
Table 5.

In the complex PDI��-Phbpy-Re-Py the electron transfer
kinetics are more complicated, and are different depending on



*RDIn–

Fig. 10. Energy level diagram showing general scheme of electron transfer in
RDIn�-Phbpy-Re-Py complexes after excitation. Energy of the charge-transfer state
is shown as a range to reflect the different energies of different complexes.
Originally published in [47] by the Royal Society of Chemistry.
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the excitation wavelength (680 nm vs 950 nm). When the complex
is excited at 950 nm, shown in Fig. 11A, the ground-state absorp-
tions of PDI1� bleach immediately, and induced absorptions and
stimulated emission features characteristic of ⁄PDI1� form. These
features are identical to those described in Section 3.3. As the spec-
trum evolves, the excited-state features lessen in intensity but do
not decay completely, while features characteristic of neutral PDI
appear. Global fitting using SVD of these data to an A ? B?
Fig. 11. (A) Transient absorption spectra and (B) species-associated spectra for PDI��

associated spectra of those spectra for PDI��-Phbpy-Re-Py (kex = 680 nm). Originally pu
ground state model show that the first species-associated spec-
trum (Fig. 11B, black), with a time constant of 24 ps, consists solely
of ⁄PDI�� features, while the second species-associated spectrum,
with a time constant of 52 ps (Fig. 11B, red), contains both ⁄PDI��

and PDI0 features. This result indicates that the two species are
decaying concurrently, which points to an equilibrium existing
between the two states. The existence of this equilibrium is sup-
ported by temperature-dependent fsTA data, shown in Fig. 12,
showing a relationship between temperature and the ratio of the
intensity of ⁄PDI�� features and PDI0 features (and by extension,
the ratio of the concentration of those two species).

When the complex is excited at 680 nm, however, the fsTA data
at short times (Fig. 11C) look quite different. Instead of growing in
with a time constant of 24 ps, PDI0 features are already visible
within the instrument response. Global analysis still allows the
data to be fit to two species in an A? B? ground model, however
the first basis spectrum now corresponds to a species with a life-
time of only 2 ps. That species (Fig. 11D, black) has features of both
⁄PDI�� and PDI0, and decays to a second species (Fig. 11D, red)
whose basis spectrum and lifetime are very similar to the second
species obtained upon excitation at 950 nm (Fig. 11B, red).

TD-DFT calculations indicate that the PDI–Re(bpy) complex has
a CT excited state that is calculated to be isoenergetic (within the
�0.2 eV error of the TD-DFT calculations) with the lowest PDI-
localized state (D1). This transition corresponds to excitation of
the unpaired electron in the PDI�� LUMO into the empty bpy LUMO.
The transition to this state, denoted ⁄[PDI0-Re(bpy��)], has negligi-
ble oscillator strength due to the weak electronic coupling and
poor orbital overlap between the PDI and Re(bpy) moieties. How-
ever, it can be populated by thermal electron transfer or internal
-Phbpy-Re-Py (kex = 950 nm). (C) Transient absorption spectra and (D) species-
blished in [47] by the Royal Society of Chemistry.



Fig. 12. Plot of ln Keq vs. 1/T derived from the [PDI0]:[*PDI1�] ratio in the SVD
spectra of variable-temperature TA experiments on PDI��-Phbpy-Re-Py. Originally
published in [47] by the Royal Society of Chemistry.

•–

•–

Fig. 13. Jablonski diagram showing electron transfer in PDI��-Phbpy-Re-Py after
excitation at 950 nm (red) or 680 nm (yellow). Energy of the charge-transfer state is
shown as a range to reflect the uncertainty of the exact energy of this state.
Originally published in [47] by the Royal Society of Chemistry.
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conversion from ⁄PDI��, with which it is in thermal equilibrium. It
is that equilibrium that gives rise to the concomitant decay of the
⁄PDI�� and PDI0 features observed at both excitation wavelengths.

The change in dynamics as the excitation wavelength is varied
is due to the electronic excited-state manifold of PDI�� described
in Section 3.3. Excitation at 680 nm produces the ⁄D3PDI�� excited
state, which decays via a combination of internal conversion
(sIC1) and electron transfer (sET, hot) to the equilibrium
⁄D1PDI�� � ⁄[PDI0-Re(bpy��)]. This decay occurs within the instru-
ment response. Excitation at 950 nm only produces ⁄D1PDI��, which
undergoes slower electron transfer/internal conversion (sIC2) to
establish the ⁄D1PDI�� � ⁄[PDI0-Re(bpy��)] equilibrium. This equi-
librium then decays via a combination of radiative and nonradia-
tive decay of the D1 state (sr+nr) and back-electron transfer of the
⁄[PDI0-Re(bpy��)] state (sBET). A summary of these decay pathways
is shown as a Jablonski diagram in Fig. 13.

An interesting implication of the observation that different exci-
tation wavelengths lead to different kinetics in the PDI��-Phbpy-
Re-Py concerns the results reported by Majima and co-workers
on their dyads of PDI with various acceptors [35]. In their work,
Majima and co-workers report exciting the PDI radical anion at
700 nm, presumably due to the limitations of their experimental
setup. As demonstrated above, multiple electronic transitions con-
tribute to the visible/NIR absorption spectrum of PDI�� at that
wavelength [47] and contrary to the results shown by Gosztola
et al. in 2000 [18], which were relied upon by Majima and co-
workers to validate their decision to excite PDI�� at 700 nm, we
have observed that electron transfer from a higher excited state
is possible before that state relaxes to the D1 state. Because
Majima and co-workers calculate the driving force for electron
transfer based on the energy of the D1 state, and subsequently
use the combination of calculated driving force and observed elec-
tron transfer rate to fit a Marcus theory expression to derive the
reorganization energy, it is possible that the rates they observe
are not correctly correlated to the driving forces calculated. In light
of our observations it will be necessary to re-examine those results
before the calculated reorganization energies can be relied upon.
Scheme 3. The ligand NDI-DPA-bpy and the triad NDI-DPA-Re(bpy).
4.1.2. Intermediate acceptor
In an effort to increase the lifetime of the charge-separated state

in the bpy-linked dyads discussed in Section 4.1.1, we investigated
the possibility of introducing an intermediate electron acceptor
between the NDI�� and the Re(bpy)(CO)3L moieties [53]. The func-
tion of the intermediate acceptor is to maintain the rapid oxidative
quenching of the NDI�� excited state, but to then allow the electron
to move further away from the NDI0 and lower the coupling
between NDI and Re(bpy)(CO)3L, so as to lengthen the lifetime of
the charge-separated state. After careful consideration, dipheny-
lanthracene (DPA) was chosen as the intermediate acceptor, and
the ligand NDI-DPA-bpy and the triad NDI-DPA-Re(bpy) were
synthesized (Scheme 3). The reduction potential of DPA is
positioned in between the excited-state oxidation potential of
⁄NDI�� (�2.16 V vs SCE) and the reduction potential of the bpy
ligand in Re(bpy)(CO)3L (redox potentials determined by cyclic
voltammetry are shown in Table 6). Comparison of the NDI and
Re(bpy) redox potentials to those of model compounds (see
Section 4.1.1) indicates minimal coupling between the various
fragments of the molecule. Using the redox potentials and DFT-
calculated donor–acceptor distances for each moiety, DG values
for each electron transfer step are shown in Table 7.



Table 6
Redox potentials (vs. SCE using a Fc/Fc+ reference at 0.45 V vs SCE). Data taken from
[53].

NDI0/� NDI�/2� bpy0/� ReI/0 DPA0/�

NDI-DPA-bpy �0.51 �1.03 – – �1.90
NDI-DPA-Re(bpy) �0.51 �1.03 �1.26 �1.72 �1.90

Table 7
Driving force for electron transfer reactions in NDI-DPA-Re
(bpy). Data taken from [53].

Process DG (eV)
*NDI��? DPA �0.24
DPA��? Re(bpy) �0.64
DPA��? NDI0 �1.37
Re(bpy��) ? NDI0 �0.73

Fig. 14. Electronic absorption spectra of NDI-DPA-Re(bpy) in DMF with and
without the TDAE reductant added. Reproduced with permission from [53].
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In the unreduced state, NDI-DPA-Re(bpy) displays steady-state
absorptions characteristic of both NDI and DPA in the near-UV
(Fig. 14). Those absorptions are underlain by the broad Re? bpy
MLCT band. When the complex is reduced, the NDI0 absorptions
disappear and are replaced by the characteristic NDI�� absorptions
in the visible and near-IR (see Section 3.2), while the DPA absorp-
tions in the near-UV remain, along with the Re? bpy MLCT band.

The fsTA and fsIR spectra collected for NDI��-DPA-Re(bpy) are
shown in Figs. 15 and 16. As expected, at short times after excita-
tion the ground state features of NDI�� bleach, and features attribu-
table to ⁄NDI�� appear at 425 nm and 600–750 nm. The excited-
state features decay with a lifetime of 14.5 ps (species-associated
spectra and SVD kinetics shown in Fig. 15B and C), while a peak
characteristic of NDI0 appears at 380 nm. On the same timescale,
the CO stretches of Re(Phbpy)(CO)3Cl are observed to bleach in
the fsIR, and features characteristic of Re(Phbpy��)(CO)3Cl appear.
No features attributable to DPA�� (absorptions from 600–900 nm)
Fig. 15. Transient absorption data for NDI��-DPA-Re(bpy) in DMF (k = 605 nm). (A)
decomposition kinetic traces and fits. Reproduced with permission from [53].
are detected, indicating that electron transfer from ⁄NDI�� to DPA
is slower than electron transfer from DPA to Re(Phbpy)(CO)3Cl,
preventing buildup of the DPA�� species. Experiments on the
NDI��-DPA-bpy ligand indicate that back-electron transfer from
DPA�� to NDI0 occurs with a lifetime of 5 ps, meaning that the for-
ward electron transfer from DPA�� to Re(Phbpy)(CO)3Cl must occur
with a lifetime substantially faster than that. After the DPA�� to Re
(Phbpy)(CO)3Cl electron transfer, the NDI0 features in the nsTA and
the Re(Phbpy��)(CO)3Cl features in the fsIR decay with a lifetime of
24.5 ns. This lifetime is about 800 times longer than the lifetime of
the charge-separated state in NDI��-Phbpy-Re-Py, which has a life-
time of only 31.8 ps. The energy levels and rates for this triad
Transient absorption spectra; (B) species-associated spectra; (C) singular value



Fig. 16. (A and B) Time-resolved IR spectra and (C) global multiple-wavelength kinetic traces and fits for NDI��-DPA-Re(bpy) in DMF (k ¼ 605 nm). Reproduced with
permission from [53].
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Fig. 17. Energy-level diagram for NDI��-DPA-Re(bpy). Energies are obtained from Table 7. Reproduced with permission from [53].

Scheme 4. Structures of the Phbpy-Re-PyPhRDI compounds.
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system are summarized graphically in a Jablonski diagram shown
in Fig. 17.

4.2. Py-linked

4.2.1. No intermediate acceptor
As part of the initial study into RDI–Re(bpy) complexes, com-

pounds Phbpy-Re-PyPhNDI and Phbpy-Re-PyPhPDI were syn-
thesized in which the RDI chromophore is linked to the Re(bpy)
center through a pyridine ligand (Scheme 4) [47]. While these
complexes are not suitable for catalytic reduction of CO2 due to
the dissociation of the pyridine ligand as part of the catalytic
cycle [27,28] it is interesting to compare their photophysical
properties with those of the bpy-linked complexes discussed
above in Section 4.1.1.

The electrochemistry of the Phbpy-Re-PyPhRDI complexes is
practically identical to that of the bpy-linked complexes discussed
in Section 4.1.1. The reduction potentials are shown in Table 8.
Comparison with the isolated fragments (Table 3 in Section 4.1.1)
shows that there is minimal coupling between the RDI and Re
(bpy)(CO)3 moieties.

Just like the RDI-Phbpy-Re-Py complexes, the ground-state
spectra of the Phbpy-Re-PyPhRDI complexes exhibit the ground-
state features of the two components. As an example, the spectrum
of Phbpy-Re-PyPhNDI is shown in Fig. 3, bottom. In the neutral
form, the NDI0 and Re(bpy)(CO)3Py absorptions overlap in the
near-UV and tail into the visible. When the NDI is reduced, the



Table 8
Electrochemical redox potentials for the complexes in this section.a Data taken from [47].

E½(RDI0/�) (V) E½(RDI��/2�) (V) E½(bpy0/�) (V) E½(ReI/0) (V)

Phbpy-Re-PyPhPDI �0.47 �0.74 �1.06 �1.47b

Phbpy-Re-PyPhNDI �0.50 �1.05 �1.10 �1.47b

a All electrochemical experiments were performed in DMF with 0.1 M TBAPF6, using a platinum disk working electrode, a platinumwire counter electrode, and a silver wire
pseudoreference electrode. Potentials were referenced to a ferrocene internal standard (E½(Fc+/0) = 0.45 V) and are given versus the saturated calomel electrode (SCE).

b Irreversible, Epeak from CV given.
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Re? bpy MLCT absorption remains, while the NDI�� absorptions
appear in the visible and NIR. There is no evidence for a CT band
in the visible region.

Qualitatively, the TA spectra for the Phbpy-Re-PyPhRDIn– com-
pounds look similar to those obtained for the RDIn–-Phbpy-Re-Py
compounds, only with slower rates for both forward and back-
electron transfer. Shown in Fig. 18 is an example, taken on
Phbpy-Re-PyPhPDI�� with 950 nm excitation. At short times after
excitation, the ground-state absorptions of PDI�� from 650 to 950
nm are observed to bleach, and induced absorptions and stimu-
lated emission bands at 450–650 nm and 960–1300 nm, respec-
tively, are observed. The induced absorption and stimulated
emission features decay as bands characteristic of PDI0 at 485 nm
and 525 nm appear. These features slowly decay, not returning to
the ground state by the end of the fsTA experiment (8 ns). The fsTA
Fig. 18. Transient absorption spectra, species-associated spectra, and singular value deco
published in [47] by the Royal Society of Chemistry.

Fig. 19. Time-resolved IR spectra and global multiple-wavelength kinetic traces and fits
Society of Chemistry.
data can be fit to an A ? B? ground state model with lifetimes of
A and B being 105 ps and 17.1 ns, respectively. Due to experimen-
tal limitations, it was not possible to collect fsIR data with a 950
nm pump, but fsIR data collected with a 705 nm pump show
bleaching of the ground state CO stretches and induced absorption
of the Re(bpy��)(CO)3 CO stretches as predicted (Fig. 19). Due to the
different pump wavelength (see Section 4.1.1) the kinetics do not
match those observed in the fsTA experiment with a longer-
wavelength pump, but the fact that the spectral features match
those predicted for a complex with a reduced bpy ligand confirms
that the electron transfer is taking place. Similar data were
obtained for Phbpy-Re-PyPhPDI2� and Phbpy-Re-PyPhNDI�� and
the rates obtained from those experiments are shown in Table 9.

The large difference in electron-transfer rates between the
Phbpy-Re-PyPhRDIn– and the RDIn–-Phbpy-Re-Py complexes can
mposition kinetic traces and fits for Phbpy-Re-PyPhPDI�� (kex = 950 nm). Originally

for Phbpy-Re-PyPhPDI�� (kex = 705 nm). Originally published in [47] by the Royal



Table 9
Rates and Gibbs free energies of electron transfer reactions discussed in this section. Data taken from [47].

RDIn� sex (ps) sET (ps) DG (eV) sBET DGBET (eV)

Phbpy-Re-PyPhPDI 1� 105 ± 0.9 381 �0.82 17.1 ± 0.2 ns �0.48
2� 0.9 ± 0.2 0.9 �1.49 268 ± 1 ns �0.23

Phbpy-Re-PyPhNDI 1� 1.5 ± 0.1 1.5 �1.11 29.7 ± 0.2 ns �0.49

sex: Observed excited state lifetime; sET: Calculated excited state electron transfer rate; kET: Calculated excited state electron transfer rate; DGq: Driving force for *RDIn�? bpy
electron transfer; sBET: Back electron transfer lifetime; kBET: Back electron transfer rate; DGBET: Gibbs free energy for bpy��? RDI(n�1)� back electron transfer

Table 10
Donor–acceptor distances in the complexes in this section, calculated from the DFT-
optimized geometries. Data taken from [47].

rRDI,bpy (Å) rRDI,Re (Å) rRe,bpy (Å)

Phbpy-Re-PyPhPDI 16.9 16.4 2.83
Phbpy-Re-PyPhNDI 14.5 14.3 2.95

Table 11
Redox potentials (vs. SCE using a Fc/Fc+ reference at 0.45 V vs SCE). Data taken from
[52].

NDI0/� NDI�/2� dmb0/� ReI/0 DPA0/�

NDI-DPA-PhPy �0.51 �1.02 – – �1.86
NDI-DPA-PhPyRe(dmb) �0.51 �1.02 �1.16 �1.56 �1.86

Fig. 20. Electronic absorption spectra of NDI-DPA-PhPy and NDI-DPA-PhPy-Re
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be rationalized on the basis of distance and geometry. The RDI
donor and bpy acceptor moieties in RDI-Phbpy-Re-Py are 14.2 Å
and 12.1 Å for the PDI and NDI complexes, respectively. In the
Phbpy-Re-PyPhRDI complexes these distances are 16.9 Å and
14.5 Å for the PDI and NDI complexes, respectively (see Table 10).
In addition, in the RDI-Phbpy-Re-Py complexes, the two moieties
are separated only by a phenyl group, and the RDI is able to rotate
to be in plane with the bpy, increasing the coupling. In the Phbpy-
Re-PyPhRDI complexes, the two moieties are separated by the Re
center and the octahedral ligand environment prevents the RDI
from rotating to be in plane with the bpy ligand, decreasing the
coupling. As a result, the forward electron transfer rates are 3–5
times faster in the bpy-linked than in the Py-linked complexes,
and the back-electron transfer rates are 500–1000 times faster in
the bpy-linked complexes. While the Py-linked Re(bpy) complexes
are not useful for catalytic studies because of the nature of the cat-
alytic cycle, this finding does suggest that in complexes where the
pyridine ligand does not dissociate, it would be possible to use a
pyridine-linked chromophore and obtain a long charge-separated
lifetime.
(dmb) in DMF with and without the TDAE reductant added. Reproduced from [52]
with permission from the Royal Society of Chemistry.
4.2.2. Using an intermediate acceptor
Just as in Section 4.1.2 above, the lifetime of the charge-

separated state in the pyridine-bound chromophore complexes
can be lengthened by the introduction of a DPA intermediate elec-
tron acceptor [52]. The structures of the ligand NDI-DPA-PhPy and
the Re complex NDI-DPA-PhPy-Re(dmb) are shown in Scheme 5.
As with the NDI-DPA-Re(bpy)Cl complex discussed in
Section 4.1.2, there is minimal coupling among the three compo-
nents of the system, as shown by electrochemistry (Table 11)
and steady-state spectroscopy (Fig. 20). Donor–acceptor distances
Scheme 5. Structure of the NDI-DPA-PhPy ligand and NDI-DPA-PhPyRe(dmb)
triad.
calculated from DFT-optimized structures and DG values for each
electron transfer step are given in Tables 12 and 13.

FsTA experiments were performed on the NDI��-DPA-PhPy
ligand and the results are shown in Fig. 21. Analysis using
multiple-wavelength global fitting revealed that the back-
electron transfer step has a shorter lifetime (4.8 ps) than the
forward-electron transfer step (27.3 ps). As a result, the spectral
features of DPA�� from 600 to 900 nm are not observed in the
raw TA data (Fig. 21A) but do appear in the reconstructed
species-associated spectra (Fig. 21B).

When the ligand is complexed with Re to form NDI-DPA-
PhPyRe(dmb), the fsTA and fsIR data shown in Figs. 22 and 23
are obtained. In this case, it proved impossible to fit a species in
which the DPA is reduced, indicating that just as in the
NDI��-DPA-Re(bpy) complex the DPA��? Re(bpy) electron
Table 12
Donor–acceptor distances in NDI-DPA-PhPyRe(dmb) calculated from the DFT-
optimized geometries. Data taken from [52].

Moiety Distance to Re (Å)

NDI 23.0
Anthracene 12.3
dmb 2.8



Table 13
Driving force for electron transfer reactions in NDI-DPA-PhPy and NDI-DPA-PhPyRe
(dmb). Data taken from [52].

Compound Process DG (eV)

NDI-DPA-PhPy *NDI��? DPA �0.26
NDI-DPA-PhPy DPA��? NDI0 �1.34
NDI-DPA-PhPyRe(dmb) *NDI��? DPA �0.27
NDI-DPA-PhPyRe(dmb) DPA��? dmb �0.76
NDI-DPA-PhPyRe(dmb) DPA��? NDI0 �1.33
NDI-DPA-PhPyRe(dmb) dmb��? NDI0 �0.57
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transfer step is much faster than the 4.8 ps observed for
DPA��? NDI0. Back-electron transfer is slowed down dramatically
in NDI��-DPA-PhPyRe(dmb) compared to Phbpy-Re-PyPhNDI��.
Nanosecond TA shows that the NDI0 features and NDI�� ground
state bleaches decay via a combination of first-order and second-
Fig. 22. Transient absorption spectra for NDI��-DPA-PhPyRe(dmb) in DMF (kex = 605 nm
spectra. (C) Singular value decomposition kinetic traces and fits to the kinetic data bas
permission from the Royal Society of Chemistry.

Fig. 21. Transient absorption data for NDI��-DPA-PhPy in DMF (kex = 700 nm) with exce
multiple-wavelength kinetic traces and fits. Reproduced from [52] with permission from
order kinetics. This indicates that the charge-separated state is suf-
ficiently long-lived to enable molecular diffusion and intermolecu-
lar back-electron transfer. Fitting the kinetic trace to the
differential equation

d½CS�
dt
¼ � 1

sBET2
½CS� þ 1

sIM
½CS�2

� �
ð6Þ

where [CS] is the concentration of the charge-separated state, sBET2
is the intramolecular back-electron transfer rate and sIM is the
bimolecular charge transfer rate, we obtain the first order lifetime
of sBET2 = 43.4 ms for intramolecular back-electron transfer. This is
a staggering improvement over the 29.7 ns lifetime obtained for
back-electron transfer in the complex without the DPA intermedi-
ate acceptor, and the longest lifetime yet observed for a complex
containing a radical anion chromophore. While this particular com-
plex is not useful for catalysis due to the dissociation of the Py
) with excess TDAE added. (A) Transient absorption spectra. (B) Species-associated
ed on the species-associated fits and lifetimes shown. Reproduced from [52] with

ss TDAE added. (A) Transient absorption spectra; (B) Species-associated spectra; (C)
the Royal Society of Chemistry.



Fig. 23. (A) Time-resolved IR spectra and (B) global multiple-wavelength kinetic traces and fits for NDI��-DPA-PhPyRe(dmb) in DMF (kex = 605 nm) with excess TDAE added.
Reproduced from [52] with permission from the Royal Society of Chemistry.
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ligand during the catalytic cycle, many metal complexes exist with
non-dissociating pyridine ligands for which the NDI-DPA-Py ligand
could serve as a useful chromophoric ligand.

5. Systems in which Re-bpy MLCT is excited

5.1. PDI radical anion and triplet–triplet electron transfer

Up to this point, we have discussed RDI–Re dyads where the RDI
anion functions both as a chromophore and an electron donor.
However, it is also possible to separate the chromophore and elec-
tron donor functionalities by using the Re(bpy) MLCT transition as
the chromophore, whose excited state is reductively quenched by
the appended RDI anion. In this way, the RDI moiety provides
the opportunity to perform photoelectrocatalysis at modest poten-
tials, where the bulk of the driving force is provided by the incident
photons. In addition, as will be discussed below, excitation of the
Re ? bpy MLCT offers the potential to use spin dynamics to dra-
matically lengthen the lifetime of the charge-separated state
[41]. For this work, we focused on the PDI-Phbpy-Re-Py dyad ini-
tially discussed in Section 4.1.1 (Scheme 6).

Transient absorption data collected after excitation of the com-
plex at 414 nm, shown in Fig. 26A, are quite a bit more complicated
to interpret than those shown in Section 4.1.1, where the complex
was excited at 705 nm or 950 nm. At 414 nm, excitation is exclu-
sively into the broad Re ? bpy MLCT band that peaks around
385 nm and tails into the visible region, however immediately
after excitation, the ground-state absorptions of the PDI�� moiety
from 650 to 800 nm (Fig. 24B, black) are observed to bleach, while
peaks at 525 nm, 485 nm, and 460 nm attributable to neutral,
Scheme 6. Structure of the PDI-Phbpy-Re-Py dyad and the constituent PDI (red)
and Phbpy-Re-Py (blue) molecules. The Phbpy-Re-Py complex bears a positive
charge in its ground state, and the PDI in the dyad is chemically reduced before
photoexcitation. Reproduced with permission from [41] Copyright 2017 American
Chemical Society.
ground-state PDI0 (Fig. 24B, blue) appear. In addition to those
peaks, however, a broader absorption, centered at 505 nm, and a
weak absorption tailing to 620 nm also appear. The weaker red
absorption is attributable to Re(bpy��)(CO)3, while the broad 505
nm absorption is assigned on the basis of literature precedent
[58,59] and TD-DFT calculations as the triplet excited state of neu-
tral PDI (3⁄PDI0).

The PDI0 peaks decay within 200 ps, while the ground state
bleach decays to approximately half its initial intensity, but the
3⁄PDI0 peak and the remaining half of the bleach persist past the
end of the 8 ns fsTA experiment. Nanosecond TA experiments show
that these features have a lifetime of 67 ns. Femtosecond IR exper-
iments show production of the Re(bpy��)(CO)3 state within the
instrument response, and persistence of that state past the end
of the 8 ns experimental window.

Two observations are key to explaining these results. First is
that the singlet MLCT state (1MLCT) produced upon excitation at
414 nm undergoes intersystem crossing to the triplet MLCT
(3MLCT) state within 150–200 fs [49,60–62]. The second is that
while the coupling between the PDI and Re(bpy) moieties is mini-
mal, it is nonzero. The result is that after excitation of the Re(bpy)
fragment into a triplet state, the molecule contains two sets of
unpaired electrons, one on the PDI fragment (S = ½) and one on
the Re(bpy) fragment (S = 1). These two fragments can combine
to form an overall quartet state (S = ½, shown in Fig. 25A, steps
B1 and B2), or an overall doublet state (S = ½, shown in Fig. 25A,
steps A1 and A2). This leads to a branching of the decay pathways.

These two spin states are isoenergetic due to the small elec-
tronic coupling. A conventional treatment of spin statistics such
as that employed by Rugg et al. [63] would suggest that the two
states are populated proportionate to their multiplicity, giving a
2:1 ratio of quartet to doublet. However, this treatment assumes
that the triplet state is unpolarized. Intersystem crossing through
spin–orbit coupling, as occurs in Re(bpy)(CO)3L, is known to pro-
duce a spin-polarized triplet in which one triplet sublevel is popu-
lated with at least 90% selectivity [64,65]. When such as spin-
polarized triplet encounters a doublet, the population of the two
resultant spin states is dictated only by the spin polarization of
the doublet. In this case, the two spin states of the PDI�� doublet
are equally populated, leading to an approximately equal popula-
tion of the overall doublet and overall quartet states. Because of
the spin polarization of the triplet after intersystem crossing, the
Re(bpy) fragment in Fig. 27A can be seen as having two down spins
in its triplet state, while the direction of the single unpaired spin on
the PDI fragment determines the overall spin multiplicity of the
system.



Fig. 24. (A) Transient absorption spectra of PDI��-Phbpy-Re-Py pumped at 414 nm. (B) Vibronically resolved,10 calculated absorption spectra for the S1 S0 electronic
transition in PDI0 and the three lowest-energy Dn D0 transitions in PDI��. Experimental and vertical absorption spectra of Phbpy-Re-Py��. Reproduced with permission
from Ref. [41] Copyright 2017 American Chemical Society.

Fig. 25. (A) Orbital diagram of the low-spin (top) and high-spin (bottom) pathways as photoinduced by excitation at 414 nm. H = HOMO, L = LUMO. Note that the variation of
orbital energies with electronic state is neglected in this schematic depiction. (B) Jablonski diagram with the x-axis representing the degree of charge shifting between PDI
and Re(bpy). Adapted from [41]. Original copyright 2017 American Chemical Society.
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The top pathway, where the overall spin state is a doublet, pro-
ceeds first by rapid electron transfer from the PDI LUMO to the Re
(bpy) HOMO, generating the ground state of PDI0 and the reduced
Re(bpy��) (Fig. 27A, step A3). As evidenced by the appearance of
PDI0 bands within the instrument response, this electron transfer
is extremely rapid. At this point, back-electron transfer (Fig. 25A,
step A4) is exothermic and proceeds with a lifetime of approxi-
mately 50 ps to regenerate the ground state. In the bottom path-
way, where the overall spin state is a quartet, the first step is
hole transfer from the Re(bpy) HOMO to the PDI HOMO, producing
3⁄PDI0 and reduced Re(bpy��) (step B3). Unlike in the doublet path-
way, however, back-electron transfer (Fig. 25A, step B4), while
extremely exothermic, is spin-forbidden. It is for that reason that
the quartet charge-separated state has such a long lifetime. The
fsTA data support our conclusion regarding the relative popula-
tions of the doublet and quartet states after intersystem crossing;
we observe an approximately 50% decrease in the intensity of
the PDI�� bleach feature at 204 ps (Fig. 24A, yellow trace), a time-
point at which the CS state produced by the doublet pathway
has returned to ground but the quartet pathway has barely
decayed.

The process in step B3 involves the transfer of a triplet state
from one moiety to another. However, this process is not the typ-
ical triplet–triplet energy transfer (TTEnT) process normally
observed in cases where a triplet exciton moves from one moiety
to another. TTEnT, a Dexter-type process, requires precise donor–
acceptor energy matching to proceed, and step B3 is significantly
exothermic. Instead, the process is a much-rarer triplet–triplet
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electron transfer (TTET) process, whose rate can be computed
using the Marcus equation for electron transfer. Because electron
transfer to the ground state is spin-forbidden, electron transfer
produces an electronically excited state in the acceptor moiety,
in this case the triplet excited state of PDI.

The Jablonski diagram for the two pathways is shown in
Fig. 25B. The Marcus parameters for each electron transfer process
were calculated using a recently reported protocol [66] and using
those parameters, theoretical rates were calculated using the
Marcus equation and compared to the observed rates (Fig. 26). If
the thermal average of the donor–-acceptor geometries is used to
calculate the electronic couplings, the rates are severely underesti-
mated. However, if the donor–acceptor geometries exhibiting the
strongest coupling are used, the calculated rates are found to
match quite closely. To justify the choice of using the strongest-
coupling geometries, we observe that the 1MLCT? 3MLCT transi-
tion is exothermic by 0.6 eV, and that the extra energy associated
with that intersystem crossing event takes approximately 10 ps
to equilibrate to the solvent. The electron transfer steps A3 and
B3 occur within only �2 ps, before the donor–acceptor geometries
can thermally equilibrate, increasing the rate of thermally
activated electron transfer.

5.2. PDI dianion and formation of a triplet CS state

A very similar result to that observed in Section 5.1 is observed
when the PDI moiety of PDI-Phbpy-Re-Py is reduced to the dian-
ion. Upon excitation at 414 nm, the PDI2� features bleach and
Fig. 26. ET rates as obtained experimentally from the transient absorption
measurements and as calculated with Marcus theory using rotation-dependent
electronic couplings either as Boltzmann-averaged over dihedral angles or as the
point of maximum coupling. The �DG values from DFT are used for both calculated
and experimental data points. Reproduced with permission from [41]. Copyright
2017 American Chemical Society.

Fig. 27. Left: Transient absorption spectra of PDI2�-Phbpy-Re-Py in DMF (kex = 414 nm)
TA data. Right: Multiple-wavelength kinetic fits to the TA data.
induced absorptions of PDI�� appear as shown in Fig. 27. These
features decay with two time constants, 139 ns and 1.49 ms.

Density functional theory (DFT) calculations were employed to
elucidate the photoinduced electron-transfer mechanisms in
PDI2�-Phbpy-Re-Py. Fig. 28 shows a schematic orbital diagram
with the involved states as triggered by a PDI-targeted 570 nm
(Fig. 28C, see Section 4.1.1 for discussion of rates) or a Re(bpy)
MLCT-targeted 414 nm pump pulse (Fig. 28A). The corresponding
free energies are presented in Jablonski diagrams in Fig. 28D and
B, respectively. The 570 nm pulse triggers a strongly allowed
S2 S0 transition of the PDI2� part. The excited electron then
readily undergoes forward electron transfer (ET) since the calcu-
lated DG value is similar to typical ET reorganization energies for
this system [41], making it near-activationless in the Marcus pic-
ture. Conversely, back-electron transfer is much slower due to a
weaker exothermicity. This exothermicity is calculated to be
�0.11 eV using DFT, although the value calculated using electro-
chemical data is �0.25 eV, as shown in Table 5. Errors of up to
0.2 eV are expected when performing DFT calculations of this
nature.

Exciting the MLCT at 414 nm yields the S1 state which under-
goes fast and quantitative intersystem-crossing (ISC) to the T1
state due to strong Re-induced spin–orbit coupling. In this case,
swift reductive quenching from either the PDI2� LUMO or HOMO
yields the triplet charge-shifted state. The subsequent return to
the resting state, in addition to lacking much driving force, is
spin-forbidden, resulting in an extremely long-lived charge separa-
tion of >100 ns. We note that although the triplet and singlet
charge-shifted states are degenerate to within <1 meV due to weak
electronic coupling, they entail drastically different charge-
recombination dynamics. These spin-dependent electron-transfer
dynamics are somewhat analogous to those in the singly reduced
dyad shown in Fig. 25. The distinction is that for the dianion, the
entire excited-state population produces the high-spin charge-
shifted state, whereas the same wavelength pump on the singly
reduced dyad produced high- and low-spin charge-shifted states
in equal amounts.

The observation of a long-lived charge-separated state whose
lifetime is dependent on spin dynamics opens up the possibility
of using molecular design to deliberately manipulate the spins of
photocatalytic systems in order to achieve longer lifetimes. In addi-
tion to the long lifetimes of charge separated states observed in the
two systems discussed above, it is worth pointing out that these
are systems in which the MLCT excited state of Re(bpy)(CO)3L is
reductively quenched by a non-sacrificial electron donor. Many
systems have been presented in the literature in which sacrificial
reductive quenching of the excited state of Re(diimine)(CO)3L leads
to photocatalysis [13]. However, the sacrificial electron donors pre-
sented are not able to be regenerated. In this system, were photo-
catalysis to proceed, the PDI anion would not be regenerated by
. Center: Species-associated spectra derived from multiple-wavelength fitting of the



Fig. 28. (A) Schematic MO diagram of the photoinduced processes in PDI2�-Phbpy-Re-Py resulting from a 570 nm optical pump. (B) Jablonski diagram with DFT-calculated
free energies of the states depicted in panel A. (C) MO diagram of photoinduced processes in PDI2�-Phbpy-Re-Py triggered by a 414 nm excitation. (D) Jablonski diagram of
the states depicted in panel C.
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back electron transfer. However, they could be regenerated
electrochemically at potentials far positive of the potential
required for electrocatalysis using the Re(bpy)(CO)3L complexes.
In effect, by exciting the complexes, they function as photoelectro-
catalysts at a significant underpotential, rather than the overpoten-
tial that is typical of homogeneous molecular CO2 reduction
catalysts. Studies on complexes more suitable for catalysis are
ongoing in our group. In the final section, our initial progress will
be discussed and an outlook for the future presented.
6. Catalytic activity

We have performed experiments to demonstrate electrocat-
alytic activity. The complex chosen was NDI-DPA-Re(bpy), dis-
cussed in Section 4.1.2, which was the bpy-linked complex that
displayed the longest lifetime for the charge-separated state upon
excitation of the RDI anion. Electrocatalytic activity was verified by
Fig. 29. Cyclic voltammograms of a 0.5 mM solution of complex 4 in 0.1 M TBAPF6
in DMF under argon (red), saturated with CO2 (black). Scan rate: 100 mV s�1, glassy
carbon electrode, Ag/AgCl reference electrode, platinum wire counter electrode.
Reproduced with permission from [53].
comparing the cyclic voltammogram of the complex under Ar and
under CO2, as shown in Fig. 29. An increase in current was
observed under CO2 at the potential corresponding to the reduc-
tion of the Re center, as expected for an electrocatalyst [67]. We
are currently in the process of developing a photoelectrochemical
cell that utilizes the NDI radical anion and photo-driven multi-
step electron transfer to carry out CO2 reduction.
7. Conclusion

The work described in this review has demonstrated that it is
possible to attach rylenediimides to Re(bpy)(CO)3L metal centers
through a variety of geometries. It was demonstrated that attach-
ment through the bpy ligand led to faster forward- and back-
electron transfer rates as compared to attachment through an
ancillary ligand, due to the bpy ligand being the site of reduction
in the complex. We were successful in increasing the lifetime of
the charge-separated state through several methods, either by
incorporating an intermediate electron acceptor between the RDI
anion and the Re(bpy)(CO)3L complex, or by exciting the
Re? bpy MLCT transition and depending on spin dynamics to pre-
vent back-electron transfer. Our present efforts are focused on
optimizing the metal center and connectivity to enable photoelec-
trocatalysis with these types of complexes. We are also exploring
the possibility of sensitizing different metal centers, again with
an eye towards achieving photoelectrocatalytic activity.
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