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Figure S1: 3 mm x 3 mm pattern field with randomly scaled features 
 
 

 
Optical profile scans (top row) and measured etch rate plot (bottom left) of randomly selected 
regions A and B, as indicated, in a 3mm x 3mm pattern field (bottom right). Color scale (upper 
right) for the optical profile scans is in µm. Etch rate variation of the UIUC lettering in different 
regions across a distance of ~ 2.5 mm is found to be only ~ 6%  from 7.7 to 8.2 nm/min, with the 
smaller features showing slower etch rate. 
  



Figure S2: Effect if solution concentration on etch rate 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Effect of solution concentration (HCl etchant with K2S2O8 oxidant at a 1:12 molar ratio) on n-GaN 
MacEtch rate. It is observed that with 10x dilution of the MacEtch solution, the average etch rate 
is sub-linear and is only reduced by about 50% which would not be expected in a purely chemical-
based etchant.   



Figure S3: Metal catalyst undercut vs. solution concentration and oxidant ratio 
 

 
SEM micrographs depicting undercut of the metal catalyst (marked by red arrows) with the 100% 
concentration as the control. When the solution is diluted by 10x (10% conc.), it is found that the 
undercut is reduced. It is also found that for a 10% conc. solution with half the oxidant 
concentration, the undercut is not significantly altered suggesting that the oxidant is not the 
primary source of the phenomena. At the same time, with a 100% conc. solution, we find that if 
the etch is paused mid-way and re-started such that the total etch time is the same, the undercut is 
reduced suggesting the source is a temporally evolved agent produced in the solution over time. 
  



Figure S4: Etch uniformity of heated and unheated solutions based on KOH 

 
Etch uniformity across a mm scale is found to only be present for KOH etch solutions when heated. 
The unheated solution shows a distinct parabolic etch profile whereby the etch depth is shallower 
towards the middle of the pattern field as compared to the edges. Conversely, the profile for room 
temperature HCl etches is identical to that of heated KOH suggesting better mass transport in the 
former. The etch depth for heated KOH is around 900 nm while the unheated KOH varies from 
almost 1500 nm to 500 nm (pattern edge to center). 
  



TCAD Simulation Methodology 
 
In the TCAD simulation framework, we solve for 3-D drift-diffusion transport at steady-state using 
the Finite Element Method (FEM) with Newton iterations in Sentaurus. The grid is set to be denser 
at the top of the wafer where where crucial transport effects must be captured and coarser near the 
bottom of the substrate. Equations solved for drift-diffusion transport are the Shockley equations, 
amongst which is Gauss’ Law that governs the coupling between electrostatic potential and space 
charge: 

∇ ⋅ (ϵ!ϵ"∇ϕ) = −𝑞(𝑝 − 𝑛 + 𝑁sd# − 𝑁da$), 
 
where ϵ! = 8.9 is relative permittivity of GaN, ϵ" is vacuum permittivity, ϕ is the electrostatic 
potential, 𝑞 is elementary charge, 𝑝 is the free hole density, 𝑛 is the free electron density, 𝑁sd# is the 
ionized shallow donor density, and 𝑁da$ is the ionized deep acceptor density. 
 
In the case of our samples, we adopt 𝑁sd = 5 × 10%& cm-3 as the intentional silicon shallow donor 
concentration and 𝑁da = 10%'  cm-3 as the unintentional carbon deep-level acceptor defect 
concentration so that the sample resistivity agrees with experiment around 0.02 Ω.cm. With Fermi-
Dirac statistics, one can expand each term of the right hand side of Gauss’ Law as: 
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where 𝑁( = 4.6 × 10%1 cm-3 is the valance band effective density of states, 𝑁/ = 2.3 × 10%& cm-

3 is the conduction band effective density of states, ℱ%/* is Fermi integral of order 1/2, 𝐸( is the 
valence band maximum, 𝐸/  is the conduction band minimum, 𝐹2 is hole quasi-Fermi level, 𝐹3 is 
electron quasi-Fermi level, 𝐸sd = 𝐸/– 0.0225 eV is the shallow donor silicon energy [Y1], 𝐸da =
𝐸( + 0.9 eV is the deep acceptor carbon energy [Y2], 𝑘4 = 8.617 × 10$5 eV/K is the Boltzmann 
constant, and 𝑇 = 300 K is the simulation temperature. Note that for wurtzite GaN, bandgap 𝐸6 =
𝐸/ − 𝐸( = 3.457 eV. 
 
The remainder of the Shockley equations we solve are the continuity equations: 
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where 𝐽3DDD⃗ F𝐽2DDD⃗ I is the electron (hole) current density, 𝑅SRH3 F𝑅SRH

2 I is the electron (hole) Shockley-
Read-Hall recombination rate with recombination time constant nominally set to 1 ns [Y3, Y4] for 



both carriers, 𝑅rad3 F𝑅rad
2 I is the electron (hole) radiative recombination rate, 𝐺opt  is the optical 

generation rate, and we set time derivatives of the electron (hole) concentration to zero for steady-
state simulations. We also set radiative recombination rates to zero because the simulation is under 
low-level injection condition for the given optical intensity. In addition, electron and hole currents 
are given as: 

𝐽3DDD⃗ = q𝐷3∇𝑛 + qnµ3ℰ⃗, 
𝐽2DDD⃗ = −q𝐷2∇𝑝 + qpµ2ℰ⃗, 

 
where 𝐷3F𝐷2I  is the electron (hole) diffusion coefficient, µ3 = 250 cm2/V.s 6μp =

12.5 cm2/V.s7  is the constant electron (hole) drift mobility set for the given total doping 

concentration [Y5, Y6], and ℰ⃗ is the electric field. 
 
For optical injection, we use Beer’s Law to calculate generation rate with monochromatic light at 
normal incidence to the top of the wafer with 100% quantum efficiency. Optical generation rate is 
thus given as: 

𝐺opt(𝑥, 𝑡) =
𝐼(𝑦, 𝑧)λ
ℎ𝑐 α𝑒$9: 

 
where 𝑥 is direction normal to the wafer substrate, 𝑦 and 𝑧 are parallel to the wafer surface, ;

<=
 is 

the inverse of single photon energy of 3.457 eV which equates the bandgap energy, α = 9.00 µm-

1 is the absorption coefficient for light wavelength compatible with the 3.457 eV single photon 
energy [Y7], and 𝐼(𝑦, 𝑧) is the incident areal optical power density. 
 
To study the impact of feature sizes, we perform four sets of simulations where we fix the feature 
spacings 𝐿> = 4.8 µm and vary the feature sizes 𝐿? = {2.4, 4.8, 7.2, 9.6} µm. Both the total wafer 
area and the total feature area are conserved, so the mesa outer rim to wafer boundaries distance is 
the smallest at 35 µm for 𝐿? = 2.4 µm and largest at 78.2 µm for 𝐿? = 9.6 µm. To study the 
impact of radial distributions, we conduct four additional sets of simulations with conserved total 
wafer area and fixed 16 total features. We fix 𝐿? = 9.6  µm and vary 𝐿> =
{4.8, 12, 29.723, 109.4769} µm. The mesa outer rim to wafer boundaries distance is smallest at 
25 µm for 𝐿> = 109.4769 µm and largest at 182.0 µm for 𝐿> = 4.8 µm. At regions where the 
features reside 𝐼(𝑦, 𝑧) = 0, and at spacings between the features, we set 𝐼(𝑦, 𝑧) = 5.5 W/cm2 
which is the mercury lamp intensity. Spacings are grounded with 𝑉> = 0 V, and features are biased 
at 𝑉? = 3.95 V. This is estimated based on approximating the charge extraction with the diode 
equation.  
 
For each of the simulations, we take a cut plane 1 nm beneath the wafer surface, and on the cut 
plane, we use a cut line through the center of one row of mesa features. At this cut line, we obtain 
the spatial distribution of hole concentration. Because the spacings between features have much 
higher hole density when the mesas have extracted most of the electrons, these spacings are regions 
that MacEtch takes place. As a result, the average hole concentration is extracted at the spacings 
for each simulation, which we then compare with the etch rate at the spacings on dual 𝑦-axis Fig. 
3e) and f). 
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DFT Simulation Methodology 
 
DFT calculations to determine the spatial distribution of the band edge states were performed using 
the Vienna Ab initio Simulation Package (VASP5.4.1)1–3 using the PBE exchange correlation 
functional4,5. The core electrons, including the 3d electrons for Gallium, were described using 
Projected-Augmented Wave potentials (PAWs),6,7 with dispersion interactions included via the BJ-
damping corrected DFT-D3 method.8,9 energy cutoff for the plane waves was set to 500 eV, with 
convergence for energy and forces set to 10-6 eV and 0.02 eV/Å respectively. A Gaussian smearing 
function with a σ value of 0.1 eV was used.  The GaN supercell was constructed from optimized 
bulk geometry, rotated with the GaN(101_0) plane normal parallel to the z-direction. The simulation 
box with periodic boundary conditions and the dimensions of 6.389 Å x 10.421 Å x 30.000 Å 
contains a total of 14 layers, with 4 Ga and 4 N atoms in each layer, respectively. As water tends 
to dissociate on the GaN(101_0) surface,10 hydroxides were placed on the Gallium sites of the 
surface layers, with protons covering the nitrogen sites. In total, this results in a simulation box 
containing a total of 136 atoms, with a vacuum layer of approximately 8 Å to prevent interactions 
of the slab with itself over the box border in z-direction. A Monkhorst-type k-grid with 3x3x1 k-
points was employed. The projected density of states (PDOS) data are prepared using the 
VASPKIT package.11 To visualize both geometries and spatial distribution of the band states, the 
VESTA program was used.12 The structure, with the dissociated water and the upper and lower 
two layers was allowed to relax to the new environment, while the central 10 layers were frozen 
in bulk geometry to maintain bulk properties. A representation of the simulation box is given in 
figure S5. 

 
Figure S5: Simulation box used in the DFT analysis. Given in dark blue are the atoms frozen in 
bulk geometry, while the cyan atom denotes the site which is exchanged either by Ga (intrinsic 

GaN), Mg (p-doped) or Si (n-doped) 
 



 Doping was represented with the exchange of a single Ga atom by a Mg or Si atom for p-type and 
n-type doping respectively. It is important to note, that this results in a much higher dopant 
concentration than is physical, but appropriate to obtain qualitative trends. Due to the 
implementation into a foreign crystal, the Si and Mg atoms will be forced into close to the same 
crystal structure as the native GaN, allowing for distortion would have too large effects in our 
model due to the high dopant level and relatively small simulation box. Therefore, the dopant 
atoms are also frozen in their positions in the bulk layers. The effect on the valence band maximum 
was investigated, neglecting the singly occupied state introduced by the dopant atom, since these 
states will be neglectable in a system with physical dopant levels, which are extremely low. These 
singly occupied states are given in figure S6.  

 
Figure S6: Singly occupied states of the p-doped (a) and n-doped (b) GaN. 

 
The conduction band maxima and valence band minima of each case, doped and intrinsic, are 
given in figure S7.   



 
Figure S7: Spatial distribution of the band states representing the Conduction band minimum 
(top) of p-doped GaN (a), intrinsic GaN (b) and n-doped GaN (c), as well as the valence band 

maxima in p-doped GaN (d), intrinsic GaN (e) and n-doped GaN (f). 
 
Additionally, we performed a Density of States analysis on the three different systems, dissecting 
the surface (unfrozen) and bulk (frozen) parts of the simulation box. These are given in figure S8 
for p-doped, intrinsic and n-doped GaN. 
 
  



 

 
 
Figure S8 Density of states (DOS) and projected density of states (PDOS) on surface and bulk-
like atoms for p-GaN (Mg-doped), u-GaN and n-GaN (Si-doped). Zoom-in plots around the GaN 
band gap are shown in Figure 5 of the main content. The surface atoms are Ga and N atoms in the 
upper  / lower two layers and O and H atoms from the dissociated water, which are relaxed during 
the geometry optimization. The rest atoms are bulk-like since they are frozen during the geometry 
optimization.  
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