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The structural, energetic, and electronic properties of the TiO2-electrolyte interface in dye-sensitized solar
cells is studied by molecular dynamics simulations and electronic structure calculations. The investigation
enlightens the mechanisms responsible for the recombination of photoelectrons with redox species in the
electrolyte (back-reaction effect), taking into account the important influence of surface defects, the underlying
solvent dynamics, and the presence of pyridine additives at the interface. The free-energy barrier for the
adsorption of redox species at the TiO2 surface is calculated. Electronic structure calculations of the TiO2/
redox/solvent system evidence the distinct recombination mechanisms for the different redox species. The
study provides a deeper insight on the molecular processes taking place at the interface and should stimulate
further theoretical and experimental investigations.

1. Introduction

Understanding semiconductor-electrolyte interfaces at the
molecular level is a central problem common to a wide range
of technological applications, including the development of
efficient dye-sensitized solar cells (DSSCs).1-5 It is well-known
that charge trapping and recombination of injected electrons with
redox species at the semiconductor-electrolyte interface might
compete with carrier collection in DSSCs and reduce the overall
efficiency of light-to-electric energy conversion. However, the
fundamental interactions responsible for binding of redox species
at the semiconductor surface and the influence of solvation and
surface defects on the recombination processes remain poorly
understood. This paper analyzes fundamental aspects of surface
solvation in model systems of TiO2-acetonitrile interfaces, with
emphasis on the description of interactions of redox species with
oxygen vacancy defects at the molecular level.

The development of DSSCs, based on nanoporous TiO2 thin
films sensitized with ruthenium polypyridyl adsorbates, rapidly
achieved light-to-electric energy conversion efficiencies as high
as 10% for simulated solar irradiance.3,4 Currently, the certified
record efficiency of such solar cells is just above 11%, and
measurements of their durability and stability indicate lifetimes
exceeding 10 years under operational conditions.5 However,
attempts to achieve further improvements in efficiency have not
been successful, partly due to the lack of understanding of some
of the molecular and electronic processes that follow photoex-
citation and interfacial electron transfer.

Significant research efforts have been invested in the opti-
mization of light-harvesting, interfacial electron transfer, and
electron-hole pair separation in current DSSC devices. The best

ruthenium-based sensitizer complexes,1,4,6 such as the N3 and
black dyes as well as some organic dyes,7 yield photon-to-
current conversion efficiencies (IPCE) >70% over the whole
solar spectrum, and significant work has been focused on
understanding these processes from a theoretical perspective.8-12

However, the molecular processes involving redox species,
including dye regeneration mechanisms, recombination of
photoinjected electrons with oxidized adsorbates or electrolyte
species (back-reaction), as well as the mechanism of electron
transport in the TiO2 substrate, remain poorly understood. In
this paper, we focus on the interaction of redox species with
nanoporous TiO2 surfaces with oxygen vacancy defects solvated
with acetonitrile. The study of electron transport in sintered TiO2

thin films will be addressed elsewhere.
Currently, the most efficient DSSCs are based on the I-/I3

-

redox couple dissolved in acetonitrile (ACN), a redox mediator
that allows for efficient regeneration of the surface-adsorbed
dyes after photoexcitation and interfacial electron transfer. The
main advantage of the I-/I3

- pair when compared with other
redox species (e.g., Co(II)/Co(III))13 is that the I-/I3

- pair
involves a two-electron redox process yielding very slow
recombination kinetics.14,15 In addition, the I-/I3

- pair exhibits
low overpotentials for reduction of triiodide at the counter
electrode and has sufficiently high solubility in ACN2 and weak
absorption of solar light.16 Its main disadvantage, when com-
pared with other redox mediators, is that the I-/I3

- redox
potential at 0.35 V (versus the normal hydrogen electrode, NHE)
leads to a large internal potential loss (e.g., 0.75 V), since the
oxidation potential of typical dyes (e.g., Ru(dcbpy)2 (NCS)2)
are as positive as 1.1 V. It is, therefore, natural to expect that
significant improvements in the overall efficiency of cells could
be achieved with redox couples with more positive redox
potentials, so long as their recombination kinetics is as slow as
with the I-/I3

- couple.5

Experimental studies have analyzed the dark current induced
by reduction of redox species at the photoanode-electrolyte
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interface.17-20 However, the fundamental interactions responsible
for binding of redox species at the TiO2 surface remain to be
characterized at the molecular level. Here, we investigate
fundamental aspects of solvation of redox species at TiO2-ACN
interfaces. Despite their foremost importance for dye sensitized
solar cells, very few theoretical studies have addressed these
fundamental interactions. The reported analysis thus comple-
ments earlier computational studies, in an effort to elucidate
the nature of binding of redox species at TiO2 surfaces and the
molecular origin of the resulting recombination kinetics for
the I-/I3

- couple.11 General aspects of the resulting insight are
expected to be valuable in the search of alternative electrolyte
species to improve photoconversion efficiency.

The paper is organized as follows. Section 2 briefly reviews
the influence of recombination dynamics on the overall photo-
conversion efficiency of typical DSSCs and the potential role
played by redox species in the underlying recombination
mechanism. Computational methods are introduced in section
3. Section 4 describes the computational structural models,
including the solvent, adsorbates, and TiO2-electrolyte interface
at the molecular level. Section 5 describes the interaction of
redox species with the TiO2-electrolyte interface, and section
6 analyzes the electronic structure of the TiO2-electrolyte
interface. The passivation of TiO2 surfaces by functionalization
with Lewis bases as a simple technique to prevent the interaction
of redox species with the TiO2 surface is explored in section 7.
Finally, section 8 summarizes and concludes.

2. Influence of the I-/I3
- Redox Mediator on Cell

Performance

The incident photon-to-current efficiency coefficient, IPCE
) fηH, is determined by the product of the light-harvesting
efficiency (f), the net electron injection efficiency (η), and the
photocarrier collection efficiency (H). For the dye sensitizers
of interest, η ) kinj/(kinj + kdecay) is close to unit, since the
interfacial electron transfer and electron-hole pair separation
processes (kinj) occur within the picosecond time scale, whereas
intramolecular recombination decay (kdecay) takes hundreds of
microseconds to occur.6,14 The intramolecular decay processes,
therefore, rarely affect the cell performance.

The electron collection efficiency (H) is in practice determined
by the competition between the collection of photoinjected
electrons by the conducting substrate and their recombination
with the oxidized forms of the redox mediator in solution (back-
reaction) or with the oxidized dye. Long electron lifetimes are
critical for efficient carrier collection. The electron back-reaction
is responsible for the dark current that causes a decrease in the
open circuit voltage of the DSSC and loss of photocurrent
quantum efficiency.21-23 Identification and characterization of
the acceptor species in solution is of primary relevance to
uncover the mechanistic events responsible for the back-reaction.
The possible candidates include I3

-, I2, I2
•- and I•, but the current

literature is somewhat conflicting about their roles. Unambigu-
ous identification has not been achieved, despite almost two
decades of investigation, because each of the possible acceptors
can become a major player depending on the physicochemical
conditions, such as illumination intensity,15,21 electrolyte
composition,5,6,14 and even the characteristics of the sensitizer.24,25

In functioning dye-sensitized cells [I2] , [I3
-], due to the

strongly favorable equilibrium constant, keq ≈ 107 M-1, of the
reaction, I2 + I-f I3

- in acetonitrile. Under normal conditions,
the recombination of photocarriers with I3

- dominates because
of its much higher concentration. It has been proposed that the
triiodide anion can complexate with the ACN molecules and

give rise to electron scavangers.16 Nevertheless, the characteristic
time for such recombination mechanism exceeds the ms time
domain, which is the characteristic time for carrier migration
across the TiO2 thin film,2 allowing most of the electrons to be
collected at the back electrode. Therefore, the charge collection
efficiency, H, in efficient DSSC is close to unit for normal solar
irradiance.4 Defects in the surface of the nanocrystalline TiO2

and the presence of cations within the nanoparticle Helmholtz
layer increase the recombination rate considerably.14,26,27 In
viscous ionic liquids, in which a high concentration of iodide
is necessary, electron back-reaction can seriously degrade the
cell efficiency,5,28 indicating that the recombination rate increases
with I3

- concentration.
The unstable radical I2

•- is produced by the dye regeneration
reaction. It can decay via the dismutation reaction 2I2

•- f I-

+ I3
- or react with photoinjected carriers through the overall

reaction I2
•- + e

CB
- f 2I-. Experiments conducted by Bauer

and co-workers15 report the existence of two regimes in the
functioning of DSSCs, which are associated with the average
number of injected carriers per particle (Ne). Under normal
illumination Ne e 1 and H ≈ 1, implying that most of the
photocarriers are collected by the electrode and the decay of
I2

•- is likely to occur via the dismutation reaction. For intense
light irradiation, Ne > 1; thus, the recombination rate becomes
very high, and the IPCE drops substantially, indicating that back-
reaction dominates over carrier collection. The effect is ascribed
to electron trapping in defects of the TiO2 nanocrystals; however,
with conflicting interpretations.

Some studies support that the trapped electrons are those that
recombine with the oxidized redox forms in the electrolyte,
increasing the back electron transfer.15,26 On the other hand,
Frank and co-workers2 defend the diffusion-limited model,
according to which the trapped electrons increase the diffusion
coefficient of photocarriers and consequently its chance to bind
to an occasional iodine molecule. In conventional cells, ap-
proximately one iodine molecule exists for every 104 TiO2

nanoparticles.
Green and co-workers21 reported evidence that the recombi-

nation kinetics of photocarriers with I2 is 2 orders of magnitude
faster than the same recombination reaction with I3

-. The authors
support the mechanism proposed by Liu et al.,22 in which the
overall reaction I2 + 2e

CB
- f 2I- occurs in two steps: (i) I2 +

e
CB

-f Iads + I- followed by (ii) Iads + e
CB

-f I-, analogous to
the reduction of iodine at the palladium counter electrode.29

The electron back-reaction is also influenced by the presence
of cations and additives in the electrolyte. The presence of high
concentrations of small size cations, such as Li+ and Mg2+, can
change the effective charge of the nanoparticle from negative
to positive.14 That allows the iodide anions to penetrate within
the Helmholtz layer of the positively charged particles and
interact with the dye molecules covering its surface, improving
the dye regeneration or increasing the back-reaction transfer.
The inclusion of Li+ as well as 4-tert-butyl pyridine (4tBP) and
similar additives in the electrolyte is a normal practice that
generally results in improved cell performance,2,5,7,26,30,31 al-
though the full extension of their roles is still unclear.

Another important reaction process is dye regeneration. It is
not the main subject of this study, but some of the results
presented here can be useful for its understanding. Several
experimental studies demonstrate that the regeneration of the
oxidized dye is fast compared with the recombination rates. For
instance, the halftime for regeneration of the N3 sensitizer in
the presence 0.5 M iodide is in the range of 50 ns to 10 µs,
depending on the precise composition of the electrolyte. Thus,
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it can easily compete with any of the recombination processes
in DSSC under normal operating conditions. The mechanism
of dye regeneration has been directly monitored by time-
dependent spectroscopy measurements.32-34 It takes place
through the formation of an intermediate complex, according
to the two step reaction D+ + I- + I- f [D+, I- ] + I- f D
+ I2

•-. The dye regeneration is strongly dependent on the cation
species present in the electrolyte as well as the dye itself. It has
been reported that certain dyes can increase the recombination
rate. Miyashita et al.25 suggest that this is due to a locally
increased concentration of triiodide near the dye, whereas
O’Reagan et al.24 defend that this is a consequence of the binding
of iodine molecules to the sensitizer.

3. Methods

The study of TiO2-electrolyte interfaces combines several
computational methods outlined in this section. The structural
models are parametrized as described in section 4, with further
details described in the Supporting Information document and
in the sections where the models are discussed.

Molecular dynamics (MD) simulations of the TiO2-
electrolyte interface were performed via molecular mechanics
(MM) methods, as implemented by the GROMACS-435 and
NAMD36 packages. Molecular mechanics simulations were
carried out for intervals up to 2 ns to generate statistically
independent configurations of the system, which were used to
calculate density profiles of the electrolyte, potentials of mean
force (PMF), and electronic properties.

Some of the interaction parameters used in the MM simula-
tions were obtained from the literature (references will be
provided throughout the paper); however, model specific
interactions were parametrized with energy potentials obtained
from ab initio calculations. The Vienna Ab Initio Simulation
Package,37-39 VASP, and the Gaussian 0340 packages were
employed to generate the reference energy curves. VASP is a
highly efficient simulation package for DFT studies of extended
systems that is based on the plane-wave expansion of the
Kohn-Sham orbitals. The VASP package was used to obtain
optimized geometries of the TiO2 substrate with and without
surface defects. The Gaussian package is a suite of programs
extensively utilized for quantum chemistry calculations at the
ab initio level.

Calculations of projected density of states of the large size
TiO2-electrolyte interface supercells were performed using a
mixed quantum-classical method previously implemented in
studies of electron injection in sensitized TiO2 surfaces.9,10,12

The quantum mechanical part of the method is based on a tight-
binding model Hamiltonian gained from the semiempirical
extended-Hückel (EH) method, which has been extensively
applied in studies of molecular and periodic systems.41-43 The
method provides an excellent cost-benefit option for the
description of quantum dynamic processes in very large systems.
To improve the accuracy of the EH method, a genetic algorithm
optimization procedure was used to parametrize the individual
system components, such as the electronic structure of the
acetonitrile molecule, the TiO2 defect cluster, and the iodine/
iodide molecules, taking the ab initio calculations of Gaussian
03 and the experimental literature as reference.

4. Structural Models

4.1. Acetonitrile. The model of acetonitrile (CH3CN), imple-
mented in our molecular dynamics simulations, is the six-site
interaction model shown in Figure 1, including three methyl

hydrogens (HC), a methyl carbon (CT), carbon (YC), and
nitrogen (YN) with previously reported force field parameters.44

The model potential includes electrostatic and nonbonding
pairwise additive interactions between sites i and j, including
Lennard-Jones and electrostatic potentials,

where interactions between 1-4 neighbors are scaled by 0.5
and 0.83, respectively, as implemented in the AMBER molecular
mechanics force field.45

Molecular dynamics simulations involved isothermal-isobaric
NPT ensembles, with 216 and 512 acetonitrile molecules in
cubic boxes with periodic boundary conditions. The computa-
tional protocol for preparation, thermalization and equilibration
of the system followed standard procedures,46 outlined in the
Supporting Information document.

Table 1 shows a comparison of calculated and experimental
values of average density F and heat of vaporization ∆Hvap,
showing good agreement between the experimental and com-
putational characterization of liquid acetonitrile.44,46 Simulations
for model systems with 216 and 512 ACN molecules also show
good agreement with each other and with previously reported
results,44 including calculations of radial distribution functions.

4.2. TiO2-Acetonitrile Interface. Figure 2 shows a repre-
sentative molecular configuration of the interface TiO2 anatase
(101)-acetonitrile obtained from molecular dynamics simula-
tions performed on a 3.1 × 3.8 × 4.4 nm TiO2 supercell in
contact with 405 ACN molecules, with periodic boundary
conditions. Simulations were based on NVT ensembles obtained
after a 40 ps equilibration period. The statistical analysis of
density profiles, based on 600 ps production run trajectories,
shows good agreement with results reported by Schiffmann et
al.48 We focused on calculations of the linear density function,
along the direction z normal to the interface,

Figure 1. Molecular structure of acetonitrile and definition of molecular
mechanics atom types.

TABLE 1: Comparison of Average Density (G) and Heat of
Vaporization (∆Hvap) Obtained by Molecular Dynamics
Simulations of Liquid Acetonitrile at Room Temperature (T
) 298 K), Based on Model Systems Containing 216 (model
1) and 512 (model 2) ACN Molecules with Periodic
Boundary Conditions

model F (kg/m3) ∆Hvap (kcal/mol)

1a 760.2 7.93
2b 753.8 7.87
exptlc 776.8 8.01

a P ) 0.94 bar.47 b P ) 0.98 bar.47 c P ) 1.00 bar.47

U(rij) ) 4εij[(σij

rij
)12

- (σij

rij
)6] +

qiqj

rij
(1)

LDFR(z) )
〈 ∑

i

δ(zi
R - z)〉

FRAxy
(2)
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where the atom types R ) YN, YC, and CT are defined in Figure
1, and zi

R denotes the z coordinate of atoms R at the ith molecule,
FR ) 〈Σi δ(ri

R - r)〉 is the equilibrium density in the bulk, and
Axy is the analyzed area in the (x, y) plane.

The density functions, shown in Figure 2, as well as the
inspection of several representative configurations analogous to
the snapshot shown in Figure 2, indicate that the ACN solvent
in the vicinity of the TiO2 interface is highly structured. The
first ACN layer, at 1.4 Å from the first layer of the TiO2 surface,
is very organized, mostly due to the interactions with the 2-fold
coordinate oxo bridges (O2c

2-) in the (101) surface and the 5-fold
coordinate titanium ions, Ti5c

4+ on the surface. The orientation
of ACN in this first solvation layer is such that the molecules
are almost parallel to each other, making an average angle of
25° with respect to the (101) surface, with the YN type atoms
of ACN pointing predominantly toward the neighboring Ti5c

4+

ions. The second layer is at ∼2.8 Å from the TiO2 surface, with
the ACN molecules also tending to align parallel to each other,
although forming a much less organized layer. Note in Figure
2 that the shoulder to the left of the second YN (blue) peak and
the shoulders to the right of the first YC (black) and CT (red)
peaks in the LDF data indicate that the ACN molecules in the
second solvation layer tend to align antiparallel to those in the
first layer. The CT atoms of ACN in the first layer nearly overlap
with the CT atoms of the second layer, giving rise to a broad
peak centered at 2.5 Å.

In all of our calculations, the interactions between ACN and
the TiO2 surface were described by Lennard-Jones potential with
force field parameters reported by Schiffmann, Hutter, and
VandeVondele.48 The TiO2 structure was kept fixed at the DFT
equilibrium configuration, obtained with the VASP package,37

as previously reported.9 These DFT calculations applied the
generalized gradient approximation, together with the Perdew-
Wang (PW91) exchange-correlation functional and ultrasoft
pseudopotentials.

4.3. Oxygen Vacancy Defects: Influence on the TiO2-
Acetonitrile Interface. Figure 3 shows a TiO2 cluster with an
oxygen vacancy defect, obtained by conjugate gradient geometry
optimization as implemented in the VASP package at the DFT
level, using GGA and the Perdue-Wang exchange-correlation
functional. This is one of the most common stoichiometric
defects of TiO2 surfaces, leading to changes in the structural
and electronic properties of the material by formation of
localized electron traps (i.e., Ti3+ states) in the semiconductor
band gap. Here, we analyze the structural and electronic nature
of the defect (Figure 3) and its influence on the structure of the
solvent at the TiO2-acetonitrile interface (Figure 4).

The oxygen vacancy model was built by relaxing the structure
of a [TiO2]64 supercell with periodic boundary conditions after

removing a 2-fold coordinate oxo bridge (O2c
2-) from the (101)

surface. The resulting surface reconstruction, shown in Figure
3, involves displacement of the 3-fold O2c

2- ion coordinated to
the pentacoordinated Ti5c

4+, at (1.98 Å), as well as displacement
of the tetracoordinated Ti4c

3+ at (1.82 Å) and to the Ti6c
4+ at

(2.14 Å). These displacements correspond to a Ti5c-O3c-Ti4c

angle of ∼125° and define a relaxed configuration in very good
agreement with earlier DFT-GGA calculations, based on the
Perdew-Burke-Enzerhof (PBE) semilocal exchange-correla-
tion functional.49,50

Having developed a model of a TiO2-anatase slab with
oxygen vacancy defects, we analyzed the influence of surface
defects on the structure of the solvent in close contact with the
TiO2 surface. Figure 4 shows a representative configuration of
the anatase-ACN interface, including O2c vacancies in the (101)
surface. Figure 4 shows that ACN molecules approach the TiO2

surface as Lewis base moieties, with the lone pairs of the N
atoms (blue) interacting with Ti ions at the surface.

Figure 4 shows the ACN density functions for the anatase/
ACN system with O2c oxygen vacancies. When compared with
the corresponding ACN density functions for pristine surfaces
(shown in Figure 2), one of the most significant differences is
that the density function for the N of ACN (i.e., atom type YN)
now has a peak at short distances (i.e., at ∼1 Å from the O2c

plane of atoms) not seen for pristine surfaces. Such a peak is
consistent with the picture of ACN molecules approaching the
oxygen vacancy defect at the TiO2 surface and interacting as
Lewis base moieties with the N in close contact with the defect,
as shown in the representative configuration of the solvent in
ACN-TiO2 defect (left panel). It is, therefore, natural to
conclude that the TiO2 nanoparticles typically used in DSSC,
that are never perfectly stoichiometric, have surface defects due
to oxygen vacancies that affect not only the structural and
electronic properties of the substrate but also the properties of
the ACN solvent in close contact with the surface.

Figure 2. Representative configuration from a 600 ps MD trajectory of the TiO2 anatase (101)-acetonitrile interface (left). Density profile of
acetonitrile at the TiO2 interface. Color key: YN (blue), YC (black), and CT (red) for atom types defined in Figure 1.

Figure 3. Relaxed DFT-PW91 configuration of a TiO2-anatase surface
(101) with a surface defect oxygen vacancy. The lattice sites most
displaced, during surface reconstruction induced by the surface defect,
are highlighted with enlarged spheres, including O3c, Ti5c, and Ti4c

atoms. Color key: O (red), Ti (green).
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5. Redox Species

5.1. Binding Interactions at the TiO2/Acetonitrile Inter-
face. Figure 5 shows the comparative analysis of the effective
potential of interaction between the TiO2 surface and redox
species in solution, including I3

-, I2
•-, I-, and I2 in ACN at 0.1

M concentration (i.e., ∼ 1-2 ions dissolved in 400-430 ACN
molecules). We focus on the analysis of interactions at the
vicinity of an oxygen vacancy defect, as characterized by the
potential of mean force W(z), defined as follows,

where zR denotes the z coordinate, normal to the TiO2-anatase
surface (101), measured from the vacant O2c site to the closest
site in the solute. The expression 〈 · · · 〉, introduced by eq 3,
denotes the statistical average obtained from room temperature
molecular dynamics simulations.

The potentials of mean force exhibit minimum energy
configurations at z ∼ 1 Å, corresponding to adsorptive states
A, where the redox species are tightly adsorbed to oxygen
vacancy defects in the Stern layer. States A are more stable
than the fully solvated state of the corresponding redox species
in the bulk, suggesting that surface defects are effective electron
traps occupied by redox species. The analysis of thermal
configurations for states A indicates that the ions orient
themselves almost parallel to the interface at the surface defect

(see Figure 6). In the absence of redox species, such sites are
typically occupied by solvent molecules (e.g., ACN as shown
in Figure 4). Local minimum energy configurations are observed
at z ∼ 7.2 Å, corresponding to marginally bound states B in
the outer Helmholtz layer.

Figure 5 shows shows that states A and B are separated by
large free-energy barriers, computed by using an adaptive force
bias scheme implemented in the NAMD code.51 As shown in
Figure 5 (top panel), transferring redox species from B to A
requires surmounting free-energy barriers of ∆W(B - peak)
≈ 17, 20, and 32 kcal mol-1 for I3

-, I2
•-, and I-, respectively.

Desorbing redox species from A by transferring them to state
B is even more difficult, with free energy barriers ∆W(A -
peak) ≈ 23 kcal mol-1 for both I3

- and I2
•-, and ∆W(A -

peak) ≈ 35 kcal mol-1 for I-.
The underlying dynamics of interconversion between states

A and B is characterized by the “forward” and “reverse” rate
constants, kf(A f B) and kr(A r B), respectively, estimated
by transition state theory.52 The Arrhenius rate kr for transferring
redox species from B to A is

where µ ) eD/kT is the ionic mobility in the solvent and
(|Wpeak′′ | ·WB′′)1/2 is the geometric mean of second derivatives at
the minimum and maximum of W(z). Considering the diffusion
constant to be D ≈ 1.3 × 10-5 cm2/s for both anionic species,53

we obtain the prefactor of eq 4, approximately equal for both
anions, yielding

The profile of the potential of mean force W(z) for neutral I2

is significantly different from the corresponding profiles of the
ionic species. The position of the minimum next to the oxygen
vacancy is shifted away from the surface, and the activation
free energy barrier, separating states A and B, is significantly
lower than the corresponding barriers for ionic species. In
addition, the activation free-energy barrier for desorption from
B into the bulk is significantly lower and comparable to typical
thermal energies ∆WB ∼ 1-2 kcal/mol.

The molecular mechanics force field parameters, character-
izing the interactions between TiO2 and redox species, were

Figure 4. (Left) Representative configuration of ACN solvent in contact with a (101) TiO2-anatase surface, with surface oxygen vacancy defects.
Color key: O (red), Ti (green), C (light blue), N (blue), H (white). (Right) Linear density profiles for the TiO2/ACN interface with oxygen vacanty
defects. The peaks correspond to atom types YN (blue), YC (black), and CT (red), defined in Figure 1.

Figure 5. Top panel: Potential of mean force W(z) describing the
effective interactions between I3

-, I2
•-, I2, and I- in ACN and the TiO2

surface at the vicinity of an oxygen vacancy defect. Bottom panel:
Comparison of ab initio potential energy surfaces between a TiO5 H6

cluster and redox species, including I3
- (dashed line), I2

•- (solid line)
and I2 (dotted-dashed line). Calculations based on the molecular
mechanics force field described in the text are shown by symbols.

W(z) ∝ kBT ln〈δ(zR - z)〉 (3)

kr ≈ D
kT

√|Wpeak′′ | ·WB′′
2π

exp[-�∆WB] (4)

kr(I3
-) ≈ (1 × 1011 s-1)e-17/0.596 = 4 × 10-2 s-1

kr(I2
•-) ≈ (1 × 1011 s-1)e-20/0.596 = 3 × 10-4 s-1
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obtained by fitting the ab initio potential energy profile computed
at the MP2/LanL2DZ level of quantum chemistry with Gaussian
0340 to an effective Lennard-Jones plus Coulomb potential E(z)
(Figure 5, lower panel). Considering the preferential orientation
of the adsorbate species, relative to the substrate, we analyzed
the approach of the solute species to a TiO5H6 cluster, following
a path in which the axis of ionic species remained perpendicular
to the anatase surface. The fitting procedure yields Lennard-
Jones parameters σTi-I ) 2.16 Å, σO-I ) 3.24 Å, εTi-I ) 3.15
kcal mol-1, and εO-I ) 0.94 kcal/mol. Partial charges at the I3

-

were chosen to be -0.4865e (-0.03e) for the external (internal)
sites,54 whereas the intramolecular site-site distances in the
solutes were set to the equilibrium distances of the solute species
in vacuo, obtained from a similar ab initio estimate; namely,
dI3

- ) 3.140 Å, dI2
- ) 3.407 Å, and dI2

) 2.877. Molecular
parameters for the interactions between the ionic species and
ACN were taken from ref 54, assuming the usual arithmetic
and geometrical means. Figure 5 (lower panel) shows the
agreement between potential energy curves E(z) obtained by
using the resulting molecular mechanics force field as compared
with ab initio MP2 calculations. We find that the force field
reproduces well the repulsive characteristics of the potential
energy between the cluster and ionic species as well as the
attractive branch of the neutral I2 potential energy curve.

The comparisons between the potentials of mean force W(z)
for solvated redox species interacting with TiO2 and the potential
energy curves E(z) for the corresponding species interacting with
the dry TiO5H6 cluster provides fundamental insights into the
origin of the activation energy barriers for adsorption/desorption
of redox species to an oxygen vacancy defect. Since barriers
are not observed for E(z), the barriers in W(z) must be due to
free-energy changes in desolvation of the solutes when changing
from the polar, bulklike, outer Helmholtz layer in the B states
to the adsorbed states A in the Stern layer. Such free energy
changes are a lot more pronounced for the charged redox species
(i.e., I2

-, I-, or I3
-) than for the neutral I2 molecule. This

hypothesis is additionally supported by the relative heights of
free energy barriers. In particular, the adsorption of I-, where
the net charge is localized in a single site, leads to a maximum
solvation energy change and demonstrates that the origin of the
barriers can be traced back to modifications in the solvation
structure prevailing in bulklike states. In contrast, the more
delocalized charges in I2

- and I3
- lead to a weaker solute-solvent

Coulomb coupling and, consequently, lower free energy barriers.

6. Electronic Structure

Figures 7 and 8 analyze the electronic structure of the
TiO2-electrolyte interface in terms of the density of electronic
states, projected onto the orbitals of the constituent molecular
fragments. The model includes a [TiO2]384 supercell cluster with
12 O2c vacancy defects, 432 ACN solvent molecules, and the
I2 or I3

- redox species. The analysis is focused on the effect of

oxygen vacancy defects and the properties of redox species
adsorbed to the TiO2 surface as compared with the correspond-
ing electronic properties of the species dissolved in the bulk
solvent (i.e., with I2 or I3

- sufficiently far from the TiO2 surface).
The density of electronic states projected onto TiO2 orbitals

shows the conduction and valence bands of the anatase TiO2

(black lines), separated by a gap of ∼3.5 eV, and the defect

Figure 6. Configuration of I2
- (left) and I3

- (right) adsorbed to an O2c vacancy site at the TiO2/ACN interface. The Ti4c and Ti5c ions at the defect
are depicted in blue; other titanium ions are shown in green, and oxygen is in red. For clarity, solvating ACN molecules are not shown.

Figure 7. Projected density of states for the TiO2/I2/ACN interface,
including the projection into TiO2 states (black), ACN (red) and I2 (blue,
scale ×20). The Fermi level is set to zero. Panels A and B correspond
to two representative configurations with I2 in the bulk of ACN (A) or
adsorbed to an oxygen vacancy defect (B), with individual peaks
broadened by a Gaussian with fwhm ) 100 mV. Panels C and D are
the corresponding averages of the PDOS from an ensemble of
configurations sampled from room temperature molecular dynamics
simulations. The diagram on the left depicts the energy shifts of the I2

frontier orbitals.

Figure 8. Projected density of states for the TiO2/I3
-/ACN interface,

including the projection into TiO2 states (black) and I3
- (blue, scale

×5). The Fermi level is set to zero. Panels A and B correspond to two
representative configurations with I3

- in the bulk of ACN (A), or
adsorbed to an oxygen vacancy defect (B), with individual peaks
broadened by a Gaussian with fwhm ) 100 mV. Panels C and D are
the corresponding averages of the PDOS from an ensemble of
configurations sampled from room temperature molecular dynamics
simulations. The diagram on the left depicts the energy shifts of the
I3

- frontier orbitals.
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states occupying a region of 1-2 eV below the conduction band.
Two broad peaks describe the bonding and antibonding bands
of the acetonitrile (red lines), separated by a gap of ∼8.5 eV.
The calculated Fermi level is located at the onset of the defect
states in the gap. The atomic configurations were obtained from
the MD simulations, and two types of analysis were performed:
the regular PDOS calculations (panels A and B) are made for
one typical snapshot with Gaussian broadening of the individual
peaks, whereas the 〈PDOS〉 calculations (panels C and D) are
configuration averages carried over 200 MD snapshots.

To study the interaction of the redox species with the TiO2

surface, panels A and C of Figure 7 describe the I2 molecule in
the bulk of the solvent and far from the interface. The
calculations reveal that the degeneracy of the I2 molecular
orbitals is well preserved (panel A), but the position of the peaks
fluctuates a lot (panel C) due to the interaction of the solute
with the solvent molecules and variations on the I2 bond length.

The interaction between the I2 molecule and the TiO2 defect
is described by panels B and D. In this case, the MD simulations
show that the redox species is hovering steadly over a defect
site between the TiO2 surface and the first solvent layer. That
decreases the fluctuation of the I2 molecular orbital energies.
The left side of Figure 7 describes the average energy shift of
the I2 molecular orbitals relative to the TiO2 levels. The HOMO
and LUMO states of the iodine molecule are shifted to higher
energies while the energy of the defect site is shifted to slightly
lower values. The fact that the TiO2 surface protects the I2

molecule from the solvation effect of the ACN molecules
contributes to the big energy shift of the frontier orbitals of the
molecule. Typically, the HOMO moves to the border of the
Fermi level of the nanoparticle, occasionally crossing it due to
solvent fluctuations. That could lead to a charge transfer between
the two systems and, possibly, adsorption followed by dissocia-
tion of the I2 molecule. Our calculations, therefore, support the
two-step dissociative mechanism proposed by Liu et al.22 and
also observed by Green and co-workers.21

Figure 8 describes the density of electronic states for the
triiodide anion in the vicinity of the interface. For the sake of
clarity, we do not show the projected density of states (PDOS)
curve of the solvent in Figure 8, since it repeats the behavior
of Figure 7. Panel A shows the frontier orbitals of the I3

-

molecule when it is in the bulk of the solvent and far from the
surface, for a typical MD snapshot, and panel C shows the
configurational average. The high mobility of the triiodide anion
is reflected in the wide distribution of the I3

- peaks in the
〈PDOS〉 calculation. Once the I3

- overcomes the barrier of the
ACN solvation layer and binds to a defect site, the triiodide
dwells very steadily over the defect, even more than the I2

molecule. That is reflected in the relativly narrow PDOS peak
distribution shown in Figure 8D. The interaction between the
I3

- anion and the O2c defect is qualitatively described by the
energy diagram on the left-hand side. In this case, the HOMO
lies well below the Fermi level of the TiO2. Therefore, the
recombination of photoexcited electrons in the nanoparticle with
the I3

- anion should take place by the transfer of the photo-
electron to the LUMO of the triiodide as it approaches the
surface and crosses the free energy barrier, shown in Figure 5.

The calculations of the projected density of states are based
on a tight binding model Hamiltonian gained from the semiem-
pirical Extended Hückel (EH) method, implemented in the basis
of Slater-type orbitals (STO) for the radial part of the atomic
orbital wave functions.,55 The overlap and the off-diagonal
Hamiltonian matrix elements are computed, respectively, as Sij

) 〈ψi|ψj〉 and Hij
0 ) κSij(Hii

0 + Hjj
0)/2. Once the semiempirical

parametrization was performed for the constituent systems
individually (i.e., the reduced TiO2 cluster, the ACN molecule,
and the redox species), no energy shifts or further corrections
were necessary for either the occupied or unoccupied states of
the interface system, since the diagonal elements of the Hückel
Hamiltonian, Hii

0, correspond approximately to the valence state
ionization potential of the atomic species.

Long-range interactions were also taken into account, since
acetonitrile is a polar solvent. The dipole fields produced by
the ACN molecules shift the energy levels of the redox pair as
well as the energies of the TiO2 surface states, which are mainly
located on the edge of the conduction and valence bands. Instead
of using a continuum model for the solvent, which is not a good
approximation near the interface, we apply an atomistic method.
The potential Φ(rb) due to the polar molecules is Φ(rb) )
Σk〈µbk〉 · (rb- Rbk)/|rb- Rbk|3, where Rbk is the barycenter of nuclear
charge on the kth solvent molecule and 〈µbk〉 ) -Σi

occ〈ψi|erbk|ψi〉
is the electronic dipole moment, with rbk ) rb- Rbk. The matrix
elements of the dipole potential Φ(rb), between two Slater-type
atomic orbitals is given approximately by Φij ) ∫ ψi(rb) Φ(rb)
ψj(rb) drb = Sij Φ([Rbi + Rbj]/2), where Sij is the overlap matrix
element and Ri is the position of atom i. Thus, the Hamiltonian
that incorporates the dielectric effects of the solvent is rewritten
as Hij ) Hij

0 - eΦij, where Hij
0 are the matrix elements of the

plain EH Hamiltonian. The solvent shift calculated for the
molecular orbitals of the I2 molecule is ∼0.7 eV, according to
this approach.

Due to its semiempirical nature, judicious use and proper
parametrization are essential for applying the EH method.
Therefore, we generated a new set of parameters for each of
the constituent systems of the interface by means of a genetic
algorithm optimizaton procedure, in which the parameters
characterizing the radial part of the Slater-type orbitals and the
Wolfsberg-Helmholz parameter itself were allowed to vary.
The criteria utilized for the new parametrization included the
transition energies among frontier orbitals, Mülliken population
analysis, the dipole moment, and the symmetry of the molecular
orbitals. The reference data were taken from experimental results
and from ab initio calculations performed with the Gaussian
package. The optimized parameters are provided as Supporting
Information. The procedure was applied for the I2, I3

-, and ACN
molecules in vacuo. The optimized parameters were then
transferred for the quantum calculations of the interface system,
producing results in accordance with the literature.16,56,57

The reduction of TiO2 by oxygen vacancies produces Ti3+

ions in the surface and subsurface layers of the nanoparticle.50

Such n-type defects give rise to excess electrons occupying the
3d orbitals of the Ti atoms neighboring the vacancy. It is
believed that the defect states produce localized unpaired spin
states around 1 eV below the CB. Experimental evidence of
such defect states in TiO2 include the appearance of an
absorption band in the visible58,59 and electron paramagnetic
resonance signals of the unpaired electrons.60 It has been
demonstrated that plain DFT-GGA methods are inadequate to
describe such localized states, since DFT has the tendency of
delocalizing unpaired electron states to reduce self-interaction.
The problem can be partially solved with the use of DFT+U
approaches or hybrid functional methods (like the Becke
3-parameter Lee-Yang-Parr, B3LYP), in which the Hartree-
Fock exchange is mixed with DFT exchange.61-64 However,
there is no fundamental principle to determine the values of
the U parameter, which can vary from 2 to 4 eV in this case,
nor the amount of mixture in hybrid functionals, rendering both
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methods somewhat empirical too. Moreover, the nature of the
defect states depends strongly on the methods used.64

In our framework, we parametrized only the 3d levels of the
Ti5c and Ti4c ions around the defect site, leaving the other atomic
levels unaltered. By doing that, states were created in the gap,
1-2 eV below the CB, which are strongly localized on the 3d
levels of the reduced Ti atoms neighboring the O2c vacancy.

7. Passivation of TiO2 Surfaces

In an earlier study, we have shown that Lewis base moieties
can block oxygen vacancy defects on TiO2 surfaces.65 Here,
we focus on the passivation of TiO2 surfaces by adsorption of
pyridine-like moieties, under room temperature conditions, with
emphasis on the characterization of the resulting interface
structure at the molecular level.

7.1. Pyridine-TiO2 Model. Pyridine (Py) and pyridine-
derivatized compounds, such as the 4tBP, are frequently used
as additives to improve the efficiency of the DSSC.30 It is
generally believed that the additive molecules adsorb on the
surface of the nanoparticle and isolate it from the electrolyte.
Its presence also shifts the conduction band to lower binding
energies by ∼0.2 eV.7,30,59,66 Pyridine adsorbs on anatase
standing up, with its N atom oriented toward the Ti5c atoms of
the surface. In reduced TiO2 samples, pyridine-based compounds
bind preferably to surface oxygen vacancies on both Ti5c and
oxygen vacancy sites.59 Geometry optimization at the ab initio
level67 for the TiO2-pyridine system has been made for systems
constituted of just one pyridine molecule on a TiO2 cluster in
vacuo. Such studies obtained an adsorption energy of 28.3 kcal/
mol and an equilibrium Ti-N distance of 2.34 Å.

In our MD simulations, the internal structure of the pyridine
is described by the AMBER force field. To describe the
TiO2-pyridine interaction, nonbonding Lennard-Jones FF pa-
rameters were derived for the interaction between the N atom
of pyridine and the Ti5c of the pristine TiO2 surface, which is
the main interaction for the adsorption of Py on anatase, together
with Coulombic potentials with the O2c atoms. The Lennard-
Jones parameters were obtained, as described in the Supporting
Information document, by fitting the DFT-PW91 potential
energy surface computed with the VASP package for the
pyridine-[TiO2]64 system as a function of the Ti5c-N distance
and average orientation of pyridine relative to the Ti5c center
on the surface. Both curves are shown in Figure 9, and the
obtained parameters are σ

Ti-N
) 1.175 Å and ε

Ti-N
) 4.09 kJ/

mol. In the process of deriving the FF parameters, in addition
to the overall fitting of the adsorption curve, the mean Ti-N
distance as well as the orientation of the pyridine molecule were
also taken into account.

Molecular dynamics simulations explored different levels of
surface coverage for pyridine on anatase (101) surfaces in vacuo

or solvated with ACN. Thermalization and equilibration simula-
tion procedures consisted of ramping the temperature of the
TiO2-pyridine system from 10 to 298 K in the NVT ensemble,
for an interval of 50 ps, followed by MD simulations at T )
298 K for intervals of 2 ns.

7.2. Pyridine Binding to TiO2-Anatase. Figure 10 shows
representative configurations gained from molecular dynamics
simulations of pyridine moieties adsorbed on a TiO2-anatase
surface (101), revealing two main orientations for pyridine
adsorbed on anatase, including a longitudinal orientation along
the [1j01] direction (observed at low surface coverage) and an
oblique orientation that gives rise to a herringbone-like arrange-
ment under high surface coverage conditions (see Figure 10).
In both orientations, pyridine molecules adsorb to the TiO2

surface as typical Lewis base moieties, with the N group directly
coordinated to the Ti5c ions. The average Ti5c-N distances are
2.42 and 2.30 Å for the aligned and oblique orientations,
respectively.

These results are consistent with earlier studies, including
Kusama’s ab initio calculations of a pyridine molecule on a
TiO2 cluster in vacuo,67 reporting an adsorption energy of 28.3
kcal/mol and an equilibrium Ti-N distance of 2.34 Å as well
as a recent study of TiO2 samples in which pyridine-based
compounds were found to bind preferably to Ti5c and oxygen
vacancy sites.59 The agreement with earlier studies gives support
to the parametrization of the model and molecular dynamics
simulations, with the internal structure of pyridine described
by the AMBER force field,45 and the TiO2-pyridine interactions
described by a combination of Lennard-Jones and Coulombic
potentials.

The reported results also support the generally accepted model
of passivation of TiO2 thin films by functionalization with
pyridine-derivatized compounds (e.g., 4-tert-butyl pyridinium
(4tBP)). This is a standard procedure, usually applied in the
preparation of DSSCs after dye sensitization of the TiO2 thin
films.

7.3. TiO2/Pyridine-Acetonitrile Interface. Figure 11 shows
a representative configuration of the TiO2-anatase surface (101)
saturated with pyridine and solvated with acetonitrile molecules,
as obtained by molecular dynamics simulations at room tem-
perature with periodic boundary conditions.

At high surface coverage, pyridine moieties adopt a her-
ringbone arrangement, as discussed in Section 7.2 (see Figure
10). Starting from an initial configuration in which pyridine
moieties are aligned along the [1j01] direction, the pyridine
adsorbates equilibrate with the ACN solvent and rearrange into
the herringbone configuration within a few tens of picoseconds,
fluctuating in that average orientation for the remainder of the
simulation period. The pyridine adsorbate molecules form an
insulating monolayer, ∼7 Å thick, around the nanoparticle
surface that is stable at room temperature, even in contact with
the acetonitrile solvent.

The structure of the pyridine monolayer is also evident from
the quantitative analysis provided by the linear density functions
(Figure 11, right panel). In contrast to the density profiles of
ACN in direct contact with TiO2 (Figures 2 and 4), Figure 11
shows that the first ACN solvation layer is at ∼7 Å from the
TiO2 surface, since the pyridine adsorbates saturate the surface
and prevent close contact interactions between the solvent and
TiO2. Another important difference between the structure of
ACN in contact with the TiO2-pyridine surface and in contact
with bare TiO2 is that, in the first case, the ACN molecules
orient themselves parallel to the TiO2-pyridine surface (Figure
11, left panel), but in direct contact with TiO2 (Figures 2 and

Figure 9. Comparison of the pyridine-TiO2 interaction potential as
described by the ab initio DFT (red) and molecular mechanics (black)
models.
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4), the ACN molecules form a double layer with an averge
antiparallel orietation. Consistently, with our computational
results and several experimental studies,2,5,7,26,30,31 it is thought
that the 4tBP moieties adsorb to the TiO2 surface as Lewis base
species. The resulting functionalization passivates the surface
by sterically hindering close contact interactions between redox
species and the TiO2 surface, suppressing detrimental recom-
bination processes due to electron transfer with redox species
in solution (back-electron transfer).

8. Conclusions

A comprehensive study of the TiO2-electrolyte interface was
presented. The investigation of the structural properties revealed
that the surface of the TiO2 nanoparticle is solvated by a well
organized layer of ACN molecules, with its nitrogen atom
oriented toward the Ti5c atoms of the TiO2 surface. At defect
sites, produced by the vacancy of O2c atoms, the N-Ti
interaction is further increased, and the solvent advances into
the vacancy site.

Free-energy calculations for the advance of redox species
toward the nanoparticle surface demonstrated the existence of
an energy barrier of ∼15-20 kcal/mol for the anionic species
and a stable energy minimum at the defect site, between the
TiO2 surface and the first solvation layer. The adsorption rate
k(I3

-) ≈ 4 × 10-2 s-1 was estimated from the free energy
potential.

The analysis of the electronic structure of the TiO2/redox/
ACN system shows that the HOMO and LUMO orbitals of the

redox species are shifted to higher energies by crossing the ACN
solvation layer. The effect suggests the occurrence of distinct
recombination mechanisms with the different redox species. For
the I2 molecule, the HOMO approaches the Fermi level of the
nanoparticle, occasionally crossing it due to solvent fluctuations.
In this case, the results support the two-step dissociative
mechanism22 for back-reaction. On the other hand, recombina-
tion photoelectrons with I3

- should occur via electron transfer
to the LUMO of the anion as it crosses the solvation barrier.
Although the present study provides a deeper insight on the
molecular mechanisms taking place at the TiO2-electrolyte
interface, the calculations should be corroborated in the future
by more rigorous theoretical procedures and experimental
measurements.

The effect of organic additives was investigated by introduc-
ing pyridine molecules in the system. The simulations indicate
that pyridine binds strongly to pentacoordinated Ti5c ions and
efficiently hinder the approach of ACN molecules to the surface.
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Figure 10. Representative configurations of the TiO2-anatase surface (101), functionalized with pyridine molecules at low surface coverage (left)
and maximum coverage (right), as obtained from room temperature molecular dynamics simulations. At high concentrations, the adsorbed pyridine
adopt the herringbone type configuration. Color key: O (red), Ti (green), C (light blue), N (blue), H (white).

Figure 11. (Left) Representative configuration of a TiO2-anatase surface (101) completely saturated with pyridine moieties and solvated by
acetonitrile. (Right) Linear density functions for ACN along the direction normal to the semiconductor/solvent interface.
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