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ABSTRACT: A generalization of the Moving-Domain
Quantum Mechanics/Molecular Mechanics (MoD-QM/
MM) hybrid method [Gascon, J. A.; Leung, S. S. F.; Batista,
E. R.; Batista, V. S. J. Chem. Theory Comput. 2006, 2, 175−
186] is introduced to provide a self-consistent computational
protocol for structural refinement of extended systems. The
method partitions the system into molecular domains that are
iteratively optimized as quantum mechanical (QM) layers
embedded in their surrounding molecular environment to
obtain an ab initio quality description of the geometry and the
molecular electrostatic potential of the extended system
composed of those constituent fragments. The resulting methodology is benchmarked as applied to model systems that allow
for full QM optimization as well as through refinement of the hydrogen bonding geometry in Oxytricha nova guanine quadruplex
for which several studies have been reported, including the X-ray structure and NMR data. Calculations of 1H NMR chemical
shifts based on the gauge independent atomic orbital (GIAO) method and direct comparisons with experiments show that
solvated MoD-QM/MM structures, sampled from explicit solvent molecular dynamics simulations, allow for NMR simulations in
much improved agreement with experimental data than models based on the X-ray structure or those optimized using classical
molecular mechanics force fields.

■ INTRODUCTION

Many biological processes, including proton transport,1−5

electron transfer,6 enzyme catalysis,7 and ligand binding8 are
strongly affected by electrostatic interactions. These inter-
actions also influence the molecular geometry, protonation
states of proteins, and contribute significantly to the overall
energetics. Therefore, an accurate description of the molecular
electrostatic potential is essential for realistic simulations of a
wide range of systems. This paper introduces a self-consistent
computational protocol for structural refinement of extended
systems, as a generalized version of the linear scaling Moving-
Domain Quantum-Mechanics/Molecular-Mechanics (MoD-
QM/MM) hybrid method.9−11

The computational effort associated with conventional
electronic structure methods scales steeply with the size of
the molecular system, typically hindering direct ab initio
calculations of systems with hundreds or thousands of atoms.
Therefore, approximate approaches are usually implemented
for calculations of molecular electrostatic potentials (MEP) of
large biological molecules such as semiempirical methods,12−14

or in a mean field manner via static point charge distributions
(e.g., AMBER,15 CHARMM,16 and OPLS17,18 force fields).
However, standard molecular mechanics (MM) force fields do

not provide ab initio quality MEPs and do not account for
effects of induced electronic polarization between atoms.
Significant research efforts have been focused on resolving
this problem by developing polarizable MM force fields,19−26

which are still computationally demanding and not as
extensively implemented as classical force fields based on static
point charge distributions. This is partially due to the
computational cost of polarizable force fields and the intrinsic
difficulty of polarization effects, which are system dependent.
The development of linear scaling quantum mechanical

methods offers a promising strategy for describing the MEP and
other properties (e.g., energies) of large systems at a
significantly reduced computational cost. Fragment-based
approaches partition the molecule into subsystems and
subsequently combine the calculations of the fragments to
predict the corresponding properties for the whole system.
Both density- and energy-based fragmentation methods have
been proposed. Examples of the former include the “divide-
and-conquer” method developed by Yang,27 the adjustable
density matrix assembler approach of Exner and Mezey,28−32
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and the fragment molecular orbital approach of Kitaura and co-
workers.33−35 Energy-based fragmentation methods include the
molecular tailoring approach (MTA),36,37 the kernel energy
method,38,39 the molecular fractionation with conjugate caps
(MFCC) method,40,41 the generalized energy-based fragmenta-
tion method,42 and systematic fragmentation methods.43−48

Other related approaches include the effective fragment
potential method,49−51 as well as the explicit polarization (X-
Pol) potential,52−56 which are essentially electronic structure
based force fields. Some of these methods have already been
successfully applied to evaluate the MEP of large molecular
systems.37,46,57 Also, a comprehensive discussion of fragmenta-
tion methods has recently been reviewed.58

An alternative strategy to model large molecular systems is to
use hybrid Quantum Mechanics/Molecular Mechanics (QM/
MM) methods,6,59−63 such as the ONIOM method.59−61 QM/
MM methods model a fragment of the system at the QM level,
and the rest is treated more approximately, either through MM
force fields, semiempirical methods, or an inexpensive ab initio
method (e.g., Hartree−Fock (HF) or density functional theory
(DFT) with a modest basis set). In these methods, one can take
advantage of electronic embedding whereby atomic charges of
the MM region are incorporated into the quantum mechanical
Hamiltonian (i.e., the QM subsystem is polarized by the
surrounding MM point charges) so as to provide an improved
description of the electrostatic interaction between the QM and
MM regions. Variants of this method such as QM:QM
embedding using electron densities,64 Mulliken atomic
charges,65 many-body QM:QM methods,66−69 as well as the
molecules-in-molecules (MIM)70 and extended ONIOM
(XO)71 methods have also been developed.
The Moving-Domain QM/MM (MoD-QM/MM) meth-

od9,10 combines the fragmentation approach of linear scaling
methods and the QM/MM strategy to obtain ab initio MEP of
large biological macromolecules (e.g., proteins, DNA, etc.) in a
given configuration. Under the MoD-QM/MM protocol, the
system is partitioned into molecular domains according to a
space-domain decomposition scheme. Atomic charges of the
constituent QM domains are computed sequentially by fitting
them to reproduce the electrostatic potential produced by the
QM charge density in the surrounding MM environment. After

updating the distribution of atomic charges in each domain the
whole cycle is iterated until obtaining a self-consistent point-
charge model of the MEP. Such an iterative scheme accounts
for mutual polarization effects and usually converges within a
few iteration-cycles, (i.e., 4 or 5 cycles) scaling linearly with the
size of the system. Therefore, the method bypasses the
enormous demands of memory and computational resources
that would be required by a “brute-force” quantum chemical
calculation of the complete system. The MoD-QM/MM
method has been successfully implemented for the description
of several systems, including photosystem II,72 the KscA
potassium ion channel and green fluorescent protein9 as well as
in calculations of Stark shifts.73

This paper generalizes the MoD-QM/MM methodology to
obtain not only self-consistent charges but also self-consistent
geometries of each domain upon convergence of the iterative
cycle. The resulting approach exploits the computational
efficiency of QM/MM, as applied to each constituent fragment,
allowing for structural refinement of extended systems at the ab
initio level. We illustrate the generalized MoD-QM/MM
method as applied to structural refinement of a guanine
quadruplex from the telomeric sequence of the cilitate
Oxytricha nova. The quadruplex involves a dimer of short
guanine-rich DNA sequences d(GGGGTTTTGGGG) folded
into a stack of four quartets (Gq

(1) to Gq
(4)) with hydrogen-

bonded guanine nucleotides (Figure 1). The quadruplex
requires monovalent cations (e.g., Na+, K+, NH4

+) for
maintenance of structural integrity.74 When formed in a
telomere at the end of a chromosome, the folded quadruplex
prevents the action of the telomerase enzyme that enables
cancerous growth by adding TTAGGG repeats to the 3′ end of
DNA. Therefore, there is significant interest in understanding
the structural stability of quadruplexes in telomeres and how to
stabilize the folded conformation by using small molecules as
specific chemotherapeutic agents.75

Several theoretical studies have focused on the nature of
hydrogen bonds that stabilize the guanine quartets in DNA
quadruplexes (Scheme 1).77−85 For example, Bickelhaupt and
co-workers have carried out energy decomposition analyses to
investigate whether cooperativity originates from charge
separation due to donor−acceptor orbital interactions of σ-

Figure 1. (Left) Representation of the DNA quadruplex of Oxytricha nova d(GGGGTTTTGGGG) (PDB code: 1JPQ76). The guanine quartets
(Gq

(1), Gq
(2), Gq

(3), and Gq
(4)) are shown in orange. Yellow spheres represent the potassium ions in the central channel. Thymine (T4) loops are shown

in gray. (Right) Schematic representation with labels for individual guanines (G1−G4, G9−G12) arranged in quartets (Gq
(1)−Gq

(4)) and thymines
(T5−T8) in the loops. Arrows indicate the 5′ → 3′ phosphodiester backbone direction.
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electrons, rather than resonance assistance of the π-electron
system.83 Marek and co-workers employed various techniques
including the Quantum Theory of Atoms in Molecules
(QTAIM), natural bond orbital (NBO) analysis, energy
decomposition analysis (EDA), and noncovalent interaction
analysis (NCA) to examine the contributions from hydrogen
bonding, π−π stacking and ion coordination to the stability of a

model system of guanine quadruplex.85 In a recent study,
Grimme and co-workers carried out large scale DFT-D3
computations to predict energetic differences between different
arrangements of guanine quadruplex stems.86 Based on a model
system, the authors found large systematic differences between
the MM (AMBER) and QM predictions of relative stabilities of
different guanine quadruplex stem topologies, attributed to the
neglect of polarization effects in the MM calculations.
Many ab initio studies of DNA quadruplexes are based on

model systems where the backbone groups (i.e., thymine,
anionic phosphate, and sugar moieties), solvent, and counter-
ions are omitted. On the other hand, full structural models of
DNA quadruplexes have been studied using classical molecular
dynamics simulations.87−94 Several recent studies have found
that polarization effects are critical for describing the dynamical
structure of the quadruplex.94−96 Šponer and co-workers have
reported explicit solvent molecular dynamics simulations of
DNA quadruplexes using various classical force fields and
observed that none of the presently available force fields
accurately describe the quadruplex loops. Notably, the cations
in the loop region rapidly escaped into the bulk solution at early
stages of the simulation as a result of missing polarization
effects in classical force fields.93 In a recent MD simulation
study, Zhang and co-workers have employed a new charge
model that has been “pre-polarized” based on a reference
structure of a DNA quadruplex.94 The incorporation of
polarized MM charges was critical for retaining the cations in

Scheme 1. Aromatic and Imino Protons in a Guanine
Quartet

Figure 2. Representation of the MoD-QM/MM method for structural refinement. Green surfaces represent the QM region for each step of the
cycle. Colored balls and sticks represent domains with geometries and charges updated in previous steps of the cycle.
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the thymine loops and properly modeling the G-quadruplex
structure.
In addition to previous theoretical studies, experimental

structural information has been reported including the X-ray
structure at 1.6 Å resolution97 and NMR data.74 Therefore, the
guanine quadruplex offers an ideal benchmark system for
studies of electrostatic and structural refinement based on the
MoD-QM/MM method. This paper is organized as follows:
We first describe the generalized MoD-QM/MM methodology
and benchmark calculations where we apply MoD-QM/MM to
the description of individual guanine quartets embedded in the
Oxytrichia nova guanine quadruplex. Having validated the
method as directly compared to full QM calculations of
quartets, we apply explicit solvent molecular dynamics
simulations on the full structural model of guanine quad-
ruplex97 for obtaining a representative ensemble of solvated
configurations, which were then refined by the MoD-QM/MM
protocol. Finally, we employ the gauge independent atomic
orbital (GIAO) method88,89 to compare the calculated 1H
NMR chemical shifts of aromatic and imino protons (Scheme
1), which are sensitive probes of both hydrogen bonds and
stacking in the quadruplex, to readily available experimental
data.74 We show that the ensemble of configurations refined by
the MoD-QM/MM methodology leads to much better
agreement with experiment than configurations generated
with popular molecular mechanics force fields such as
AMBER or the X-ray structure.

■ COMPUTATIONAL DETAILS

Generalized MoD-QM/MM Method. A detailed descrip-
tion of the MoD-QM/MM methodology for ab initio
computations of molecular electrostatic potentials of extended
systems in predefined configurations has already been
reported.10,11 Here, we describe a straightforward generalization
of the MoD-QM/MM method to obtain self-consistent
geometries as well as molecular electrostatic potentials of
extended systems in relaxed configurations (Figure 2). As in the
original formulation, the method requires fragmentation of the
system into molecular domains and implements an iterative
cycle of QM/MM calculations.
The generalized MoD-QM/MM methodology can be

implemented with any QM/MM method that explicitly
considers polarization of the QM layer as influenced by the
surrounding MM environment. In this study, we have used the
ONIOM-electronic embedding (EE) approach introduced by
Morokuma and co-workers,59−61 as implemented in Gaus-
sian0998 with the standard hydrogen link atom scheme99 for the
boundary between QM and MM regions. In the two-layer
ONIOM(QM:MM) method, the region of interest is treated
with rigorous ab initio methods (denoted X), while the rest of
the molecule (denoted region Y) is treated with a MM force
field. The ONIOM energy expression is

= + −+E E E EX Y
X X Y X

ONIOM( : ) QM MM MM
(1)

where EX+Y
MM is the energy calculated for the whole system using

a MM force field. EX
QM and EX

MM are calculated for the region X
at the QM and MM levels of theory, respectively. With
electronic embedding, the electrostatic interactions between the
layers are included in the QM calculations by adding the
Coulombic interactions between the QM electrons and nuclei
with partial charges in the MM region in the Hamiltonian.60

This allows the QM charge distribution to be polarized,

providing an improved description of electrostatic interactions
between the two layers. The interactions between the two
layers are treated at the MM level, modeled according to a
classical force field such as AMBER:100

∑ α α
ε

= − +
<

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤
⎦
⎥⎥E

A

r

B

r

q q

ri j
ij

ij

ij

ij

ij
ij
q i j

ij
int
MM vdW

12 6
(2)

As described above, the MoD-QM/MM procedure frag-
ments the QM layer (X) into smaller domains (X1, X2, ..., XN)
and the energy of the system is obtained from the resulting
multilayer QM1:QM2:...:QMN/MM expression (eq 3). Polar-
ization of the fragments is thus described at the QM level like in
other QM:QM methods,66−69 molecules-in-molecules
(MIM),70 the extended ONIOM (XO),71 and the hybrid
many-body interaction (HMBI).101
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The simplest implementation of MoD-QM/MM geometry
optimization requires a calculation of the QM gradients for all
domains, X1−XN (eq 4), and then update of the configuration
of the domains by steepest descent based on the calculated
gradients. With the updated configuration, a second round of
QM/MM calculations is required to update the ESP atomic
charges of the domains before computing the gradients for the
next optimization step. The process is then repeated until the
gradients are sufficiently small and the configuration is
converged. Alternatively, one can compute the gradients of
each fragment and update their coordinates and charges
sequentially, using the most updated description of the
fragments previously considered in the sequence. We imple-
ment this sequential approach, known as the (block)
coordinate descent algorithm,102,103 which has been successfully
applied in robotics and in protein loop prediction.104 It is also
similar in spirit to the ONIOM geometry optimization scheme
implemented in Gaussian 09, where a series of microiterations
is employed to fully optimize the MM region before each
optimization step in the QM region.105 While the coordinate
descent algorithm is usually an effective optimization method, it
does have limitations since it achieves only local optimization
relative to a reference configuration. Therefore, it should work
best only for small to moderate rearrangements.
Figure 2 illustrates the generalized MoD-QM/MM proce-

dure as implemented for the Oxytricha nova guanine
quadruplex. For simplicity, each guanine defines an individual
QM domain although larger domains (e.g., pairs of guanines)
could also be defined. Starting with a QM layer centered on the
molecular domain R1, a QM/MM optimization is performed
subject to the constraint of fixed nuclear configuration for the
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other fragments in the surrounding environment. Upon
convergence, the ESP charges of R1 are updated. In the next
step, the QM domain is moved to R2 and its geometry and ESP
charges are updated by QM/MM analogously. The rest of the
system defines the MM layer, including R1 with its nuclear
configuration and distribution of ESP charges as computed in
the previous step. The procedure is analogously applied to all
fragments and the entire computational cycle is iterated several
times until reaching self-consistency in the description of the
geometry and distribution of atomic charges for all domains.
We have employed atomic charges that have been fitted to
reproduce the electrostatic potential at points selected
according to the Merz−Singh−Kollman scheme106,107 subject
to the constraint of zero charge for the link hydrogen atom.10

For comparison, we have also examined the use of restrained
ESP charges (RESP),108,109 and its impact on the resulting
MoD-QM/MM optimized geometry. The ωB97XD density

functional theory method110 and the AMBER-99 force field111

were applied for the description of the QM and MM layers,
respectively. NMR calculations were carried out by using the
gauge independent atomic orbital (GIAO) method112,113 in
conjunction with DFT methods (ωB97XD, B3LYP, and
mPW1PW91). The MoD-QM/MM procedure was carried
out using our in-house program MODQ3M.114

System Preparation. The crystal structure of the Oxytricha
nova guanine quadruplex (PDB code: 1JPQ at 1.6 Å
resolution)76 was used as our starting model structure. The
bare G-quadruplex carries a net charge of −17 e; therefore,
solvation and inclusion of counterions are essential for
maintaining structural stability. The AmberTools12 package115

was used to add hydrogen atoms and 17 potassium counterions
near the phosphate groups to prepare an overall electrically
neutral model. The potassium Lennard-Jones parameters
(radius 1.705 Å and well depth 0.194 kcal mol−1), optimized

Figure 3. Illustration of a guanine quartet model system used in benchmark calculations of MoD-QM/MM optimization as compared to reference
QM/MM optimization where all four guanines in the quartet are included in the QM layer (green) while the rest of the system is modeled at the
MM (AMBER) level. Top left: Side view. Top right: Top view. Yellow spheres represent the potassium ions. Bottom: The four QM domains defined
in the corresponding MoD-QM/MM calculation.
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by Cheatham and co-workers, were used in our work.116

Classical molecular dynamics simulations in a 5.5 nm cubic box
of TIP3P water with periodic boundary conditions were carried
out for equilibration of the guanine quadruplex structure. To
maintain the structural integrity of the complex, the DNA
atoms were restrained at their crystallographic positions during
the simulation. After equilibration for 2 ns at 300 K,
configurations that include the G-quadruplex and all water
molecules and counterions within 20 Å of the guanine center
were subsequently relaxed at the DFT level using the MoD-
QM/MM method, and also at the MM level (vide infra). The
1H NMR chemical shifts of aromatic and imino protons were
computed for each relaxed configuration in order to estimate
the ensemble-averaged chemical shifts that could be directly
compared to experiment. All MD simulations were carried out
by using the NAMD package.117 Visualization and analysis of
the MD simulations and MoD-QM/MM optimizations were
performed using the VMD program.118

■ RESULTS AND DISCUSSION
Benchmark Calculations on Model Systems. Our

benchmark calculations aimed to address several questions
regarding performance of the generalized MoD-QM/MM
procedure, including accuracy of the iterative scheme based
on individual guanines as compared to calculations where the
QM layers include entire quartets, rate of convergence, and
performance based on ESP versus restrained ESP (RESP)
atomic charges.
The individual guanine quartets, Gq

(1), Gq
(2), Gq

(3), and Gq
(4),

depicted in Figure 1, were employed as model systems in our
benchmarking study. We compared the relaxed structures of
each quartet obtained by implementing the MoD-QM/MM
method with QM domains defined by individual guanines to
the corresponding relaxed geometry of the quartet obtained at
the QM/MM level using a QM layer that spans the entire
quartet (Figure 3). The MoD-QM/MM method treats the
interactions between individual guanines at the MM level, albeit
using geometries and atomic charges obtained via the MoD-
QM/MM methodology. Computations were carried out at the
ONIOM(ωB97XD/6-31G(d):AMBER)-EE level of theory,
where the long-range corrected hybrid functional ωB97XD
includes empirical atom−atom dispersion corrections
(Grimme’s D2 dispersion model),110 shown to accurately
describe noncovalent interactions.119,120 The specific solvent
environment surrounding the guanine quadruplex was sampled
from molecular dynamics simulations, after equilibration of the
system to include all water molecules and counterions that are
within 20 Å of the guanine quadruplex center. All solvent
molecules, counterions, and DNA atoms in the MM layer
(except QM domains) were allowed to relax during the QM/
MM optimization.
Figure 4 shows typical convergence rates for the computed

energy gradients, atomic charges, and geometries of the guanine
quartets, as quantified by the maximum RMS gradient,
maximum change in the atomic charges (|Δq|max), and
maximum root-mean-square deviations (RMSDmax) of nuclear
configurations for the QM domains along the iterative cycles of
MoD-QM/MM optimization. Figure 4 shows that all the RMS
gradients, atomic charges, and RMSDs converge rapidly to very
small values (below 0.0005 Eh/a0, 0.005 e, and 0.01 Å
respectively) in about 5 cycles. This rate of convergence is
comparable to the performance of MoD-QM/MM calculations
of ESP charges for systems with fixed nuclear configurations,9

showing that including geometry optimization does not
significantly affect the number of cycles necessary for
convergence. As described in the next section, a very similar
rate of convergence is observed when the MoD-QM/MM is
applied to the full model of Oxytricha nova guanine quadruplex
composed of 16 domains. Accordingly, the computational time
associated with this procedure is τ = Ncτ0n, where Nc is the
number of MoD-QM/MM cycles (ca. 5) needed for
convergence, τ0 is the average computational time required
for the ONIOM geometry optimization of an individual QM
domain, and n is the number of molecular domains in the
system. In the present case, τ0 is approximately 7 min (based on
a single CPU), and the computational time associated with the
MoD-QM/MM procedure is approximately 2.5 h. By
comparison, the benchmark ONIOM(ωB97XD/6-31G-
(d):AMBER)-EE calculation on the entire quartet takes about
12 h, indicating a 5-fold savings in computational time. The
savings in computational time and memory requirements are
even more dramatic when comparing to calculations with larger
domains (e.g., a domain including all four quartets).
Table 1 reports RMSDs between the geometry of each

quartet relative to the reference minimum energy configuration
optimized by including complete quartets in the QM layer. For
completeness, Table 1 compares results for the MoD-QM/MM
structure obtained with electronic embedding (EE) and
individual guanines in the QM domains, to the analogous
results for the X-ray crystal structure and the minimum energy
structure obtained by AMBER as well as mechanical embedding
(ME), rather than electronic embedding (EE) (i.e., neglecting
polarization effects). The results show that MoD-QM/MM
optimization with EE displays the smallest averaged RMSD,
whereas all other structures display values that are significantly

Figure 4. Convergence of benchmark parameters. Top: Maximum
RMS gradient (in au). Middle: Maximum change in atomic charges (in
au). Bottom: Maximum RMSD of the nuclear configurations (in Å) of
quartets Gq

(1)−Gq
(4), along successive iterations of MoD-QM/MM

optimization cycle.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct500571k | J. Chem. Theory Comput. 2014, 10, 5125−51355130



higher since they were obtained by neglecting polarization
effects or the structural perturbation due to the surrounding
solvent.
Structures optimized at the ONIOM-ME level of theory, or

with a classical force field (e.g., AMBER) were observed to
display RMSDs that are higher than the X-ray model relative to
the reference structure. This is due to the structure of hydrogen
bonding in those models where quartets Gq

(2) and Gq
(3) are

stabilized by a bifurcated hydrogen bond configuration
(Scheme 2 right) with an additional hydrogen bond (rb)

between N1 and N7. Such a hydrogen bond motif is not seen in
the X-ray, MoD-QM/MM, or reference structures (Scheme 2
left), and leads to deviations in hydrogen bond distances and
angles by as much as 1.2 Å and 27°, relative to the reference
structure. Specifically, the Hoogsteen geometry in the reference
structure has both inner (rin) and outer (rout) hydrogen bonds
of about 1.9 Å while in the bifurcated configuration the
corresponding hydrogen bonds are of about 2.8 and 2.0 Å,
respectively. In contrast, the hydrogen bond distances and
angles in the MoD-QM/MM structures are generally within 0.1
Å and 3° relative to the reference configuration (Full structural
data provided in Tables S1−S3 in Supporting Information).
These are important results, considering the efficiency of the
MoD-QM/MM methodology when implemented with one
guanine per domain and its remarkable ability to provide a
proper description of hydrogen bonding.
To verify that the bifurcated configuration is not in fact a

local minimum, we have also performed ONIOM(ωB97XD/6-
31G(d):AMBER)-EE and MoD-QM/MM calculations starting
from the bifurcated geometry and we found that the geometry
converges to the Hoogsteen configuration, while optimizations
with the MM force fields or ONIOM-ME converge to the

bifurcated configuration, even when starting with the
Hoogsteen hydrogen-bonding configuration. This is likely due
to the lack of polarization effects in standard MM force fields
and mechanical embedding calculations. Similar observations
were also observed in several earlier studies employing classical
force field calculations89,94 and ascribed as an artifact of the
nonpolarizable force-field which underestimates the cation-base
interaction.
An important technical aspect that should be noted is that

unrestrained ESP charges typically overestimate bond polar-
ities.108 Therefore, we have also examined the effect of using
restrained atomic charges in our MoD-QM/MM calculations
through the inclusion of a hyperbolic restraint function during
the fitting of the classical electrostatic potential. Restraint
weights (krstr) with values ranging from 0.001 to 0.01, as
recommended for calculations of atomic charges for polar
molecules,108,109 have been tested (ESP and RESP atomic
charges obtained for various values of krstr are reported in Table
S5 of the Supporting Information). Increasing krstr leads to
charges that are smaller in amplitude but increases the RMSD
between the QM and fitted electrostatic potentials. Table 2

shows that krstr = 0.005 provides the best description of
hydrogen bonding as compared to the reference structure, as
described by the average absolute deviation in hydrogen bond
distances (Δr) and angles (Δθ) for MoD-QM/MM structures
obtained with various different values of krstr. The definition of
the geometrical parameters and full data are provided in Table
S1 of the Supporting Information. Notably, we observed that
MoD-QM/MM optimized geometries employing ESP charges
led to hydrogen bonds that are typically 0.1 Å shorter than the
benchmark structure presumably due to overpolarization. As
such, the value of krstr = 0.005 has been adopted for all MoD-
QM/MM calculations presented in this study.

Structural Refinement and NMR Assessment. The
structural refinement of the X-ray structure of Oxytricha nova
G-quadruplex (PDB code: 1JPQ)97 has been performed by
using the validated MoD-QM/MM methodology, as imple-
mented with the efficient partitioning scheme including one
guanine per QM domain and the RESP charge fitting procedure
described in the previous section. With 4 quartets in the
quadruplex, each MoD-QM/MM cycle involves 16 QM/MM
optimizations. Nevertheless, the convergence rate of the
iterative procedure is comparable to that observed in model
systems (Figure 4), suggesting that the overall convergence is
relatively insensitive to the size of the system.
The resulting MoD-QM/MM refined structure was validated

through calculations of 1H NMR chemical shifts of imino and
aromatic protons (Scheme 1) and direct comparisons with
experimental data. Thymine (T4) loops were not compared to

Table 1. RMSDs (Å) for Each Quartet, Relative to the
ONIOM(ωB97XD/6-31G(d):AMBER)-EE Reference
Structure

ONIOM-MEa MoD-QM/MM AMBER X-rayc

Gq
(1) 0.07 0.05 0.11 0.16

Gq
(2) 0.09 0.06 0.38 0.22

Gq
(3) 0.53 0.04 0.26 0.24

Gq
(4) 0.11 0.08 0.17 0.18

⟨RMSD⟩b 0.20 0.06 0.23 0.20
aThe QM layer includes all four guanines in the quartet. bRMSD
averaged over four quartets. cOnly hydrogen atoms are relaxed using
the AMBER force field.

Scheme 2. The Bifurcated Geometry (Right) Has an
Additional Hydrogen Bond (rb) between the N1 and N7
Atoms

Table 2. Deviations in Hydrogen Bond Distances (Å) and
Angles (deg), Relative to the Reference Structure, for
Various Values of the Restraint Weight (krstr)

krstr
a

0.00 (ESP) 0.0005 0.001 0.005 0.01

⟨Δr⟩b 0.08 0.07 0.06 0.04 0.04
⟨Δθ⟩b 2.21 1.24 0.82 0.62 1.03
Δrmax 0.15 0.13 0.12 0.10 0.08
Δθmax 4.01 3.02 1.53 2.35 2.63

aCharges on non-hydrogen atoms have been restrained to a value of
zero. bValues obtained from averaging over four quartets.
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experimental data since previous NMR and crystallographic
studies121,122 have indicated the presence of conformational
exchange suggesting that the loop conformation observed in
the crystal structure is one of several that exist in solution. For
reliable comparisons of NMR chemical shifts, it is important to
consider the influence of explicit solvent molecules and
counterions.123−125 In this work, solvated configurations were
sampled by using NPT explicit solvent molecular dynamics (see
Computational Details). After equilibration, snapshots were
randomly sampled from a 2 ns trajectory, including all water
molecules and counterions within 20 Å of the center of the
guanine quadruplex. The sampled configurations typically
included 900−1000 waters in addition to the DNA quadruplex
and the counterions.
Each configuration was subsequently optimized by using the

MoD-QM/MM algorithm, where all the DNA backbone atoms,
solvent molecules, and counterions in the MM layer (with the
exception of the QM domains) were allowed to relax during the
minimization. The isotropic shieding constants for aromatic
and imino protons were computed for all relaxed config-
urations, using the GIAO method112,113 at the ONIOM-
(ωB97XD/6-31G(d,p):AMBER)-EE level. Comparisons of
chemical shifts obtained by using the B3LYP and
mPW1PW91 methods showed that both functionals give very
similar results (see Tables S5−S7 in Supporting Information)
when using an extended QM layer including all 16 guanines
(Figure 1; QM layer shown in orange) to include shielding
effects due to π-electrons in all quartets. The calculated
isotropic shielding constants were averaged over all sampled
configurations and subtracted from the corresponding shielding
constant of tetramethylsilane (TMS) computed at the same
QM level of theory.125,126 In this way, the combined effects of
solvent and its influence on the local geometry of the G-
quadruplex, on calculated chemical shifts, are taken into
account. For comparison, we have also carried out analogous
calculations based on configurations obtained by classical
optimization at the AMBER MM level and for the X-ray
structure. For the X-ray model, only the positions of added
hydrogen atoms and explicit water molecules from the MD
snapshots were optimized by using the AMBER MM force
field, keeping fixed all backbone atoms at their crystallographic
positions. For the MM model, all the atoms are relaxed using
the AMBER force field. The AMBER library charges were
employed for the ONIOM NMR calculations in both models.
Figure 5 compares the experimental values74,122 of 1H NMR

chemical shifts to the ensemble averages computed at the
ONIOM(ωB97XD/6-31G(d,p):AMBER)-EE level of theory
for structures relaxed according to the MoD-QM/MM, X-ray
and AMBER optimization. Standard deviations of the averages
are 0.05−0.07 ppm for structures relaxed at the MoD-QM/MM
level and AMBER MM force field and 0.03 ppm for the X-ray
structure. As shown in Figure 5, the calculated chemical shifts
for aromatic protons in all models are generally in very good
agreement with experimental data, with mean absolute
deviations of 0.29, 0.25, and 0.44 ppm for the MoD-QM/
MM, X-ray, and AMBER minimized structures, respectively.
However, the calculated chemical shifts for imino protons are in
agreement with experimental data (MAD 0.32 ppm) only when
computed with structures relaxed at the MoD-QM/MM level,
within the errors of typical ab initio calculations of NMR
chemical shifts of proteins and related macromolecular systems
at similar levels of theory.124−127 We have analyzed the effect of
updating the charges, keeping fixed the X-ray structure to show

how much of the correction of NMR chemical shifts comes
from updating charges and how much from geometrical
optimization. It turns out that the correction of charges has a
very small effect on the computed NMR shifts compared to
using library AMBER charges (see Table S8 in the Supporting
Information) presumably because the predominant electrostatic
effects are already included in the QM layer of our ONIOM
NMR calculations. Therefore, the corrections shown in Figure
5 are mostly due to the improvement in the geometry provided
by the MoD-QM/MM method.
The comparative analysis of stacking and hydrogen bonds in

the three sets of structures provides insights on the origin of
deviations in the calculated imino 1H NMR, relative to
experimental data. To estimate the stacking distances between
the guanine quartets, the channel of potassium ions (see Figure
1) was first aligned with the z-axis, and the z-coordinate
associated with each quartet is estimated from the average of z-
coordinates of all atoms in that plane. We found that the
ensemble-averaged stacking distances are very similar for the
three sets of structures (3.42, 3.41, and 3.47 Å for the MoD-
QM/MM, X-ray, and AMBER structures, respectively) while
the hydrogen bonds are significantly different for the X-ray and
AMBER models. Specifically, formation of the bifurcated
hydrogen bonding geometry (Scheme 2) in the AMBER
models stretches the hydrogen bonds of imino hydrogens,
leading to significant changes in their magnetic environment. In
contrast, MoD-QM/MM structures display Hoogsteen hydro-
gen bonding with shorter imino hydrogen bonds, giving much
better agreement with the experimental NMR data. For
comparison, the imino hydrogen bonds (rin in Scheme 2)
averaged over all guanine quartets are 1.83, 1.93, and 2.18 Å for
the MoD-QM/MM, X-ray, and AMBER optimized structures,
respectively. On the other hand, the aromatic protons are not
involved in hydrogen bonding and their chemical environment
are rather similar for both bifurcated and Hoogsteen hydrogen
bonding configurations, giving consistent agreement with the
experimental 1H NMR chemical shifts.
Collectively, the reported results demonstrate the capabilities

of the MoD-QM/MM method for efficient calculations of ab

Figure 5. Comparison of experimental 1H NMR chemical shifts to
ensemble averages computed at the ONIOM(ωB97XD/6-31G-
(d,p):AMBER)-EE level of theory for structures relaxed according to
the MoD-QM/MM method (circles), classical AMBER force field
(triangles), and the X-ray structure (crosses). A perfect correlation is
given by the dashed line.
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initio quality geometries of extended systems and DFT
electrostatic potentials through calculations of RESP atomic
charges that account for mutual polarization effects. The MoD-
QM/MM methodology thus provides a valuable approach for
the structural refinement of large biomolecular systems.

■ CONCLUSIONS
We have generalized the MoD-QM/MM methodology to
provide an ab initio quality computational protocol for
structural refinement of extended systems. The method
partitions the system into molecular domains that are iteratively
optimized as QM layers embedded in their surrounding
molecular environment and their RESP atomic charges are
iteratively computed until reaching self-consistency in the
description of the overall geometry and molecular electrostatic
potential. The resulting methodology is benchmarked with
model systems that allow for full QM optimization and applied
to the structural refinement of the Oxytricha nova guanine
quadruplex. Calculations of 1H NMR chemical shifts based on
the gauge independent atomic orbital (GIAO) method and
direct comparisons with experiments show that solvated MoD-
QM/MM structures, sampled from explicit solvent molecular
dynamics simulations, allow for a proper description of stacking
and hydrogen bonding giving good agreement of calculated 1H
NMR chemical shifts and experimental data.
The MoD-QM/MM methodology presents a simple

approach for incorporating polarization effects into the
calculations based on a distribution of MM atomic charges.
The approach is an effective means of obtaining relaxed
geometries that are consistent with atomic charges providing ab
initio quality electrostatic potentials. The method could thus
serve to analyze polarization effects along conformational
changes. For example, it would be interesting to examine the
effect of MoD-QM/MM charge reparameterization in proteins,
DNA, and related biomolecules during classical molecular
dynamics simulations. The reparameterized charges may also be
used to improve free energy calculations of pKa values and
protein−ligand binding energies, as we are currently investigat-
ing.
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Montgomery, J. A.; Morokuma, K.; Frisch, M. J. J. Chem. Theory
Comput. 2006, 2, 815.
(61) Vreven, T.; Morokuma, K. J. Comput. Chem. 2000, 21, 1419.
(62) Senn, H. M.; Thiel, W. Angew. Chem., Int. Ed. 2009, 48, 1198.
(63) van der Kamp, M. W.; Mulholland, A. J. Biochemistry 2013, 52,
2708.
(64) Hratchian, H. P.; Krukau, A. V.; Parandekar, P. V.; Frisch, M. J.;
Raghavachari, K. J. Chem. Phys. 2011, 135, 014105.
(65) Hratchian, H. P.; Parandekar, P. V.; Raghavachari, K.; Frisch, M.
J.; Vreven, T. J. Chem. Phys. 2008, 128, 034107.
(66) Howard, J. C.; Tschumper, G. S. J. Chem. Phys. 2013, 139,
184113.
(67) Bates, D. M.; Smith, J. R.; Tschumper, G. S. J. Chem. Theory
Comput. 2011, 7, 2753.
(68) Elsohly, A. M.; Shaw, C. L.; Guice, M. E.; Smith, B. D.;
Tschumper, G. S. Mol. Phys. 2007, 105, 2777.
(69) Tschumper, G. S. Chem. Phys. Lett. 2006, 427, 362.

(70) Mayhall, N.; Raghavachari, K. J. Chem. Theory Comput. 2011, 7,
1336.
(71) Guo, W.; Wu, A.; Xu, X. Chem. Phys. Lett. 2010, 498, 203.
(72) Sproviero, E. M.; Gascon, J. A.; McEvoy, J. P.; Brudvig, G. W.;
Batista, V. S. J. Chem. Theory Comput. 2006, 2, 1119.
(73) Sandberg, D. J.; Rudnitskaya, A. N.; Gascon, J. A. J. Chem.
Theory Comput. 2012, 8, 2817.
(74) Schultze, P.; Hud, N. V.; Smith, F. W.; Feigon, J. Nucleic Acids
Res. 1999, 27, 3018.
(75) Patel, D. J.; Phan, A. T.; Kuryavyi, V. Nucleic Acids Res. 2007, 35,
7429.
(76) Haider, S.; Parkinson, G. N.; Neidle, S. J. Mol. Biol. 2002, 320,
189.
(77) Gu, J.; Leszczynski, J. J. Phys. Chem. A 2000, 104, 6308.
(78) Gu, J.; Leszczynski, J. J. Phys. Chem. A 2002, 106, 529.
(79) Meyer, M.; Brandl, M.; Suehnel, J. J. Phys. Chem. A 2001, 105,
8223.
(80) Meyer, M.; Steinke, T.; Brandl, M.; Suhnel, J. J. Comput. Chem.
2000, 22, 109.
(81) van Mourik, T.; Dingley, A. J. Chem.Eur. J. 2005, 11, 6064.
(82) Fonseca Guerra, C.; van der Wijst, T.; Poater, J.; Swart, M.;
Bickelhaupt, F. M. Theor. Chem. Acc. 2010, 125, 245.
(83) Fonseca Guerra, C.; Zijlstra, H.; Paragi, G.; Bickelhaupt, F. M.
Chem.Eur. J. 2011, 17, 12612.
(84) Liu, H.; Gauld, J. W. Phys. Chem. Chem. Phys. 2009, 11, 278.
(85) Yurenko, Y. P.; Novotny’, J.; Sklenar, V.; Marek, R. Phys. Chem.
Chem. Phys. 2014, 16, 2072.
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